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ABSTRACT

This paper reviews existing search engine safeguards and analyzes their potential relevance 
to AI systems such as conversational agents. We focus on safeguards which address six 
prominent risk categories that are present for both search engines and AI: misinformation and 
disinformation, national security risks, risks to the individual, adversarial manipulation, bias 
and discrimination, and intellectual property infringement. For eight time-tested safeguards, 
we explore both practical approaches and challenges that could arise in adapting each 
to an AI context. Among our main findings are that employing human raters at scale and 
integrated fact-checking are search engine safeguards that appear both highly relevant to 
and underutilized in today’s AI systems. Two other safeguards — removing harmful content 
and malvertising mitigations — also appear promising, but seem more relevant or ripe 
for application to future AI systems. While our cross-domain analysis has limitations, our 
findings suggest that valuable lessons from search engine safeguards could help inform the 
development of safer and more secure AI systems.
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1. Introduction
Over the past three decades, search engines have encountered a wide range of potential harms 
and misuse risks, including the spread of misinformation, dissemination of extremist content, 
privacy violations, and threats to national security. In response, a variety of safeguards to miti-
gate these risks have been developed for search engines and tested over time.

More recently, artificial intelligence (AI) models have rapidly advanced and are increasingly 
deployed as services, notably in the form of conversational agents such as ChatGPT, which is 
among the 10 most-visited websites globally as of April 2025 (Similarweb n.d.). Due to the rapid 
adoption of this emerging technology, AI developers, governments, academia, and civil society 
have been racing to devise methods to address the risks posed by AI.

There are notable parallels between current AI and search engine technologies. The leaders in 
both provide centralized web services with massive user bases, generating content based on 
user inputs. Consequently, they face analogous misuse risks, including the potential to pro-
duce or amplify harmful content, propagate misinformation, infringe on user privacy, and be 
exploited for malicious purposes. There is also increasing convergence and interplay between 
search and AI technologies, with Google Search now including AI summaries in its search 
results page (Reid 2024) and OpenAI developing new AI-based search tools (OpenAI 2024). 
Hence, as AI developers seek effective risk mitigations, it begs the question: How did search 
technologies develop successful safeguards, and how might they be adapted for the AI context?

This paper explores the risk-reduction techniques employed by search engines and discusses 
their potential applicability to improving generative AI1 safety and reliability. Specifically, we 
focus on safeguards such as the delisting or purging of dangerous content, the employment 
of large numbers of human raters, the integration of fact-checking services, protections 
against malvertising (i.e., advertisements used for malicious purposes), and collaborations with 
national security agencies, among others.

The value of this cross-domain research lies in addressing the siloed nature of information 
and expertise across different technological fields. AI researchers often immerse themselves 
deeply in AI literature and may not fully engage with the development and experiences of other 
domains such as search engine research. Insights and lessons learned by search engine compa-

1	  We use the term “generative AI” to include general-purpose AI systems and large language models (LLMs). 
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nies in developing safeguards against misuse risks for search may even fail to reach AI develop-
ers within the same corporation, if they are located in different reaches of the company. 

Table 1 below summarizes the main findings of our research. The following sections discuss the 
risks we considered and go into more detail on each search engine safeguard. By reviewing the 
risk mitigation methods that search engines have employed to address various risks, we hope 
to uncover proven safeguards that may be useful to AI developers and researchers. 

Table 1: Summary of Search Engine Safeguards and their Applicability for AI

# Safeguard Name Safeguard Description Risks Addressed Applicability for AI

1 Removing 
Harmful Content

Eliminating undesirable content 
from search indexes or model 
training data, or otherwise 
ensuring that harmful content 
cannot appear in the tool’s user-
facing output. 

- Misinformation and 
disinformation
- National security risks
- Safety of the individual
- IP infringement
- Bias and discrimination

Highly relevant, but 
current methods for 
implementation in AI 
may be very expensive or 
unreliable.

2 Content Filters Filtering out dangerous or 
unwanted content using 
keywords, contextual analysis, 
and media analysis.

- Safety of the individual
- Misinformation and 
disinformation

Highly relevant, though 
some forms are already 
used extensively in AI 
services.

3 Behavioral 
Monitoring

Analyzing user interactions and 
behavior to help identify misuse 
such as jailbreak attempts and 
automated abuse. 

- Adversarial manipulation
- National security risks
- Safety of the individual

Highly relevant, but likely 
already used extensively 
in AI services.

4 National Security 
Reporting

Establishing clear 
communication channels 
and protocols between AI 
developers and national security 
agencies. 

- National security risks Highly relevant and 
feasible; there is 
evidence that this is 
already done to an 
extent.

5 Human Raters at 
Scale

Employing large numbers 
of human evaluators to rate 
content based on established 
guidelines and criteria. 

- Misinformation and 
disinformation
- National security risks
- Safety of the individual
- Adversarial manipulation
- Bias and discrimination
- IP infringement

Highly relevant and 
likely neglected, though 
expensive.
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6 Integrated Fact-
Checking

Incorporating real-time fact 
checking mechanisms such as 
fact checking APIs, knowledge 
graphs, and providing source 
citations, to enhance the 
accuracy and reliability of model 
output.   

- Misinformation and 
disinformation

Highly relevant and 
neglected, somewhat 
feasible to implement 
though currently fact-
checked claims make 
up a small subset of all 
claims.

7 Algorithmic 
Obfuscation

Withholding technical details, 
such as model weights, to help 
protect against adversarial 
attacks and other risks.  

- Adversarial manipulation Highly relevant and 
possible, already used 
extensively in some 
closed-weight model 
developers but less by 
open-weight model 
developers.

8 Malvertising 
Mitigations

Mitigating “malicious 
advertising” content by 
integrating security tools that 
analyze and detect malvertising 
content, enforcing strict 
content policies, and developing 
mechanisms for user warning 
systems. 

- Safety of the individual
- Adversarial manipulation
- Misinformation and 
disinformation
- National security risks

Low relevance for 
today’s AI systems, could 
become important if 
future AI services rely 
more on advertising.
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2. Risks posed by  
Search Engines and AI 2

2.1  FOCUS RISK CATEGORIES FROM BOTH SEARCH ENGINES AND AI

There is a substantial overlap between the risks posed by search engines and those posed by AI 
systems. Following is a (non-exhaustive) list of risk categories shared by search engines and AI. 
These risks are the ones we primarily consider in this paper as we analyze various safeguards:

•	 Misinformation and disinformation:  Both search engines and AI systems can facilitate 
the large-scale unintentional spread of false or misleading information. They can also 
be used to amplify targeted attempts to deliberately spread deceptive or manipulative 
information, or to influence public perception, leading to an erosion of trust in informa-
tion ecosystems and media institutions (Metaxa and Echeverry 2017, Slattery et al. 2024, 
Solaiman 2024).

•	 National security risks:  Search engines and AI tools may enable access to dangerous 
or sensitive information that can be used to develop new or enhance existing weapons 
(e.g., Lethal Autonomous Weapons or CBRNE). They can also enable adversarial success 
in high-value cyber attacks that disrupt critical infrastructure, causing harm to public 
safety, and to disseminate extremist content (Schmid 2021, Chapter 19).

•	 Risks to the individual:  Users of search engines and AI tools may face a variety of risks. 
These risks include the potential infringement of privacy and lack of consent in data 
handling (Lukas et al. 2023), increased surveillance, leakage and unauthorized disclosure 
of sensitive and personally identifiable information (PII), child sexual abuse material 
(CSAM), phishing (Chiew et al. 2018, p. 3), and overreliance on the system in a way that 
could compromise autonomy or cause other self-harm (Arora et al. 2016).

•	 Adversarial manipulation:  Adversarial actors can manipulate search engines and AI 
tools through techniques such as SEO spam for search (Spirin et al. 2012) and adversar-
ial attacks for AI (Lin et al. 2021), which allow bad actors to exploit system weaknesses in 
order to propagate harmful information or invoke unsafe system behaviors.

2	  Note that while the listed items in this section are probably best considered as “risk categories”, we sometimes refer to 
them simply as “risks” and use the two terms fairly interchangeably throughout this paper.
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•	 Bias and discrimination:  Data discrimination in search engine algorithms has been 
shown to privilege some identities over others (Noble 2018). Similarly, AI system deci-
sions can result in the loss of opportunity or benefits that disparately affect some sec-
tions of the population more than others (Ferrer 2021).

•	 Intellectual property infringement:  Search engines and AI tools can facilitate creation 
of copyrighted, trademarked, or licensed content without proper authorization, leading 
to infringement; increased risk of trade secret disclosure; and unauthorised duplication 
or plagiarism, raising economic and ethical concerns (Autio et al. 2024, Tanwar et al. 2024).

2.2  ADDITIONAL RISK CATEGORIES

This section provides additional examples of risks posed by search engines and/or AI systems, 
though it is still not exhaustive.

2.2.1  Additional Risks from Both Search Engines and AI

Additional examples of risks from both search engines and AI are provided in this subsection. 
We do not analyze safeguards against these types of risks because we either do not believe 
meaningful safeguards yet exist to mitigate them for search engines that might be applicable 
for AI, or because we had to leave them for future research.

•	 Cybersecurity risks:  Malicious links, user profiling, and third-party tracking are com-
mon risks in using search engines that target individuals and businesses (Hu et al. 2007, 
Hannak et al. 2013). Similarly, current AI models have already demonstrated the capabili-
ties to assist in cyber attacks (Lin et al. 2024, CPR 2023).

•	 Concentration of power risks:  The possession or control of highly successful AI or 
search-based technologies presents an increasing concentration of economic, military, 
and political power in the hands of a relatively small number of people or entities (Liu 
2018). For example, consider the competition for technological dominance between the 
US and China (Yeo 2016), search market concentration (Pasquale 2015), and the digital 
divide (Van Dijk 2006).

•	 Filter bubbles and echo chambers:  Personalization of search and AI assistants can 
create information environments where users primarily encounter content that aligns 
with their existing beliefs, potentially reinforcing biases and limiting exposure to diverse 
perspectives (Pariser 2011).
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2.2.2  Risks Primarily from Search Engines

Examples of risks posed primarily by search engines (and not AI systems) are provided in this 
subsection. We do not analyze safeguards against these types of risks because we are research-
ing safeguards with applicability to AI, so we only consider safeguards that can help mitigate 
risks to both search engines and AI.

•	 Temporal bias:  Search results often prioritize recent information, potentially under-
mining historical understanding and creating recency biases in knowledge acquisition 
(Wouters et al. 2004).

•	 Link economy power imbalances:  The ability to rank prominently creates a “PageRank 
economy,” where established websites gain increasing advantage through accumulated 
linking patterns.3

•	 Index bias and coverage gaps:  Search engines only index a fraction of the internet, 
creating “invisible webs” of content that effectively do not exist for most users, regard-
less of relevance or quality.

2.2.3  Risks Primarily from AI

Examples of risks posed primarily by AI systems (and not search engines) are provided in this 
subsection. We do not analyze safeguards against these types of risks because we are research-
ing search engine safeguards with applicability to AI. Given that these are primarily AI risks, we 
do not expect to find safeguards for search engines that could help mitigate them. For further 
discussion on AI risks, see Barrett et al. (2024), Barrett et al. (2025), and Raman et al. (2025).

•	 Labor market disruption:  Through the combination of workplace automation and 
intellectual property theft for model training, workers across a range of industries might 
experience job displacement and financial losses that could exacerbate inequality (DSIT 
2023, Zwetsloot and Dafoe 2019).

•	 Persuasion at superhuman levels:  AI models have been effective at producing “per-
sonalized persuasion” at scale, which could lead to mass-scale opinion manipulation at 
a fraction of the cost compared to traditional methods (Chen and Shu 2023, Matz et al. 
2024, Wiliams et al. 2024).

3	  Link economy power imbalances relate to the natural accumulation of power by successful websites. In contrast to the 
“adversarial manipulation” risk category listed in section 2.1, sites in this case may be perfectly legitimate and are not necessarily 
manipulating search engine rankings in any way.
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•	 Model autonomy:  Without adequate human oversight, AI systems could take actions 
that do not align with societal values, or pursue critical ML research that could outpace 
our ability to enact sufficient safeguards (Karnofsky 2024, OpenAI 2023b, Anthropic 
2024).

•	 Deception:  Models have demonstrated the ability to deceive humans, both during 
model training (e.g., strategically underperforming during evaluations) and when 
deployed for human interaction (van der Weij et al. 2024). For instance, GPT-4 con-
vinced a human worker to solve a CAPTCHA on its behalf (Open AI 2023a, pp. 15–16).

 

Figure 1: Search engine risks, AI risks, and their relationships (non-exhaustive)

This figure illustrates the substantial overlap between major risks posed by the two technol-
ogies, as well as the relatively larger set of risks posed by AI compared to search engines. The 
risks in black text are within the scope of this paper, and the risks in grey text are outside of this 
paper’s scope for various reasons, though they could still be important. This is not an exhaus-
tive presentation of risks in any of the three categories.
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3. Analysis of Safeguards
This section expands on the selected subset of search engine safeguards introduced in Table 
1 and further examines their relevance/applicability to AI systems. By identifying shared risks 
between search engines and AI systems, and evaluating the applicability of existing search 
engine safeguards to AI systems, this analysis aims to contribute to the broader discourse on 
AI safety. Given the limited historical research on search engine risks and risk mitigations, the 
selected safeguards are a result of synthesized insights from product reports, industry prac-
tices, and the authors’ experience with both search engines and AI systems. While the list of 
selected safeguards is not exhaustive, those included here were chosen based on their appar-
ent success as search engine safeguards and potential applicability to AI systems. 

3.1  SAFEGUARD #1:  REMOVING HARMFUL CONTENT

3.1.1  Overview

Search engines may completely delist or remove some content from their indexes, preventing 
such content from appearing in search results. This approach guarantees that certain sources 
of content can never be surfaced directly by search engines. For example, individuals in the 
EU and other European countries with similar data privacy laws may make requests to Google 
for content about them to be delisted; Google reviews the request and makes a decision on 
whether or not to delist the requested pages. As of Nov. 30, 2024, 2,934,275 URLs had been del-
isted (Google Transparency Report 2024). Google also frequently delists content if it is deter-
mined to violate copyright laws, if a government requests its removal, or for other reasons 
(Google Transparency Report 2024a).

Risks Addressed
•	 Misinformation and disinformation
•	 National security risks
•	 Safety of the individual
•	 Intellectual property infringement
•	 Bias and discrimination
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3.1.2  Applicability for AI

Removing harmful content from search indexes or model training data (or otherwise ensuring 
that it cannot appear in the tool’s user-facing output) is highly relevant for AI. LLMs without 
fine-tuning are capable of generating many types of harmful content. Frontier model develop-
ers in recent years have typically used techniques like Reinforcement Learning from Human 
Feedback (RLHF) to make generation of harmful responses less likely. However, such tech-
niques are susceptible to jailbreaks and not very reliable compared to the guarantees provided 
by delisting webpages from a search engine.

Perhaps the more straightforward analogue to delisting webpages for AI would be purging 
content from pre-training data4 and retraining the model from scratch. However, given the 
cost of training runs for frontier models in the early 2020s, this technique could be extremely 
expensive. Removing content from pre-training data is also not likely to be as reliable as delis-
ting webpages is for search engines, due to fundamental differences between search and AI. 
Since a search engine is typically linking users to webpages in a straightforward way, delisting all 
webpages with certain types of content virtually guarantees that such content will not be pre-
sented to users. However, AI models are not simply outputting items verbatim that they have 
encountered in their pre-training data, and may be capable of inferring the existence of items 
that they have not specifically encountered before during training.5 

Machine unlearning (MU) is an alternative approach that could be both practical and effec-
tive, allowing for more thorough removal of content from AI systems without the expense of 
retraining a model from scratch. However, MU is still an emerging field of research and may 
not be reliable or ready for use by production AI models yet (Ginart et al. 2019; Bourtoule et al. 
2021; Liu et al. 2024). Hence, content removal could be a powerful type of safeguard in AI sys-
tems and appears underutilized, but it may not be possible yet to perform cheap and effective 
content removal on AI models.

Approaches
•	 Reinforcement Learning from Human Feedback (RLHF):  Using human quality review 

of model outputs to optimize AI performance throughout reinforcement learning.  

4	  Content may be removed based on the results of data audits and other filtering techniques (Birhane et al. 2021,  
Dodge et al. 2021). 
5	  For a contrived example, if a developer decided that the number 13 was harmful because it is too unlucky, and they removed 
all traces of 13 from a model’s pretraining data before training, the model may still be able to infer the existence of 13 from the 
principles of mathematics it has learned through other parts of the pretraining corpus.
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•	 Purging pre-training data content:  Removing or deleting data used to train the model 
prior to model training.

•	 Machine unlearning (MU):  Targeted removal of the influence of specific training data 
points on an already-trained model.

Challenges
•	 High cost of frontier model training runs:  Frontier models typically require extensive 

training periods and considerable resources (e.g., computational power, large datasets, 
energy consumption, and research and development) (Cottier et al. 2024).

•	 Lack of robustness:  Models can be exploited by the use of adversarial prompts or 
other means to circumvent model safeguards and invoke misaligned behavior (Wei et al. 
2023). Machine unlearning techniques may also not be sufficiently reliable or appropri-
ate for widespread use.

3.2  SAFEGUARD #2:  CONTENT FILTERS

3.2.1  Overview

Content filtering is a fundamental safeguard used by search engines to prevent the dissemina-
tion of inappropriate or harmful material. Features like Google’s SafeSearch allow users to filter 
out explicit content, helping to create a safer browsing experience, especially for children and 
sensitive audiences (Google n.d.). Content filters utilize keyword detection, image recognition, 
and other techniques to identify and block content that falls into categories such as pornogra-
phy, violence, hate speech, or illegal activities.

Risks Addressed
•	 Safety of the individual
•	 Misinformation and disinformation

3.2.2  Applicability for AI

AI models, particularly those that generate text or images, can inadvertently produce content 
that is inappropriate, offensive, or harmful. Implementing robust content filtering mechanisms 
is essential to prevent the generation and dissemination of such material.
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Approaches
•	 Keyword and phrase filtering:  Blocking responses that contain disallowed terms or 

phrases.
•	 Contextual analysis:  Using natural language processing to understand the context and 

ensure that content is appropriate, even if specific keywords are not present.
•	 Image and media analysis:  For AI models that generate images, employing computer 

vision techniques to detect and filter out inappropriate visual content.
•	 Dynamic filtering:  Continuously updating filter lists and models to adapt to new slang, 

code words, or evasion techniques used to bypass filters.

Challenges
•	 Over-blocking:  Risk of filtering out acceptable content, potentially impacting the 

usability of the AI service.
•	 Under-blocking:  Failure to catch all inappropriate content, allowing harmful material to 

slip through.
•	 Bias and fairness:  Ensuring that filters do not disproportionately affect certain groups 

or introduce unintended biases.

3.3  SAFEGUARD #3:  BEHAVIORAL MONITORING

3.3.1  Overview

Behavioral monitoring involves analyzing user interactions and patterns to detect malicious 
activities, such as bot traffic, coordinated misinformation campaigns, or attempts to manipu-
late search algorithms. Search engines utilize behavioral analytics to:

•	 Identify unusual activity:  Detect spikes in traffic or search queries that may indicate 
the use of automated bots or coordinated efforts to influence search results.

•	 Prevent abuse:  Implement rate limiting, CAPTCHA challenges, and other measures to 
prevent abuse of services.

•	 Enhance security:  Monitor for signs of account compromise or fraudulent activities.

Risks Addressed
•	 Adversarial manipulation
•	 National security risks
•	 Safety of the individual



S U R V E Y  O F  S E A R C H  E N G I N E  S A F E G U A R D S  A N D  T H E I R  

A P P L I C A B I L I T Y  F O R  A I

12

3.3.2  Applicability for AI

AI models can be subject to misuse through adversarial inputs designed to elicit disallowed 
content or compromise the system. Behavioral monitoring can help identify:

•	 Jailbreak attempts:  Users trying to trick the AI into generating prohibited content.
•	 Automated abuse:  Bots or scripts making high volumes of requests to overwhelm the 

system or extract data.
•	 Patterns of misuse:  Repeated attempts to exploit known vulnerabilities.

Approaches
•	 Logging and analysis:  Collecting data on user interactions to identify patterns indica-

tive of misuse.
•	 Anomaly detection:  Using machine learning models to detect deviations from normal 

usage patterns.
•	 Adaptive response mechanisms:  Automatically adjusting system responses or imple-

menting protective measures when misuse is detected.

Challenges
•	 Privacy concerns:  Ensuring that user data is handled in compliance with privacy laws 

and ethical standards.
•	 False positives:  Avoiding incorrect identification of legitimate user behavior as malicious.
•	 Resource allocation:  Monitoring can require significant computational resources, 

especially at scale.

3.4  SAFEGUARD #4:  NATIONAL SECURITY REPORTING

3.4.1  Overview

Search engine companies collaborate closely with government agencies to address national 
security concerns, such as the potential dissemination of terrorist content, cyber threats, and 
other activities that could compromise public safety. For instance, Google complies with legal 
requests from government entities to remove content that violates laws or poses national 
security risks. According to the Google Transparency Report (2024b), Google received numer-
ous requests from governments worldwide to remove content or provide user data for law 
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enforcement or national security purposes. These collaborations involve proactive content 
monitoring and mechanisms to respond rapidly to emerging threats.

In addition to legal compliance, search engines have developed internal policies and technolo-
gies to detect and remove content related to terrorism, violent extremism, and other national 
security threats. Automated systems, such as machine learning algorithms, are used to identify 
and flag such content, complemented by human reviewers who assess and take appropriate 
action.

Risks Addressed
•	 National security risks

3.4.2  Applicability for AI

AI models, particularly large language models deployed as conversational agents, may inadver-
tently generate content that poses national security risks. For example, an AI model might pro-
vide detailed instructions for illicit activities or generate propaganda that promotes extremist 
ideologies. There may also be cases where users are engaged in activity on an AI platform that 
could aid in a national security investigation.

Enhancing collaboration between AI developers and national security agencies is crucial for 
identifying and mitigating potential risks. Establishing clear communication channels and pro-
tocols can help AI developers receive guidance on content that should be restricted and enable 
them to report concerning patterns of user interactions.

AI models can integrate monitoring systems similar to those used by search engines to detect 
and prevent the generation of content that could compromise national security. This may 
involve implementing advanced filtering mechanisms, leveraging threat intelligence feeds, and 
employing human reviewers with appropriate security clearances to oversee sensitive areas. 
Challenges include balancing national security considerations with user privacy and free speech 
rights, as well as the technical difficulty of controlling AI-generated content compared to filter-
ing existing web content.

Overall, national security reporting and monitoring are important for AI and should be achiev-
able for AI models deployed as a service (less so for open-weight models). OpenAI publishes 
reports on government requests for user data, including anonymized figures around how many 
such requests they have received and fulfilled in a given time period (OpenAI n.d.). So while the 
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full extent of collaborations between AI developers and national security authorities may not 
be publicly known, there is evidence that national security reporting mechanisms have already 
been established to some extent at frontier AI companies.

Approaches 
•	 Establishing clear communication channels:  Establishing communication protocols 

with authorities can help AI developers receive guidance and report concerns. 
•	 Integration of monitoring systems and filtering mechanisms:  Automated monitor-

ing of generated content can help identify and report or block the generation of danger-
ous content.

•	 Leveraging threat intelligence feeds:  Utilizing existing threat intelligence feeds can 
help increase awareness and improve alignment with the current threat landscape.

Challenges
•	 Privacy and surveillance concerns:  Collaboration with national security agencies 

raises legitimate concerns about surveillance overreach and potential infringement on 
civil liberties. AI systems collecting user data and communications for security purposes 
should balance legitimate security needs against privacy rights. These systems may dis-
proportionately impact marginalized communities or political dissidents if implemented 
without robust oversight mechanisms.

•	 Compliance:  Collaborative efforts between AI developers and national security agents 
are contingent upon the voluntary compliance of both parties, which is not guaranteed. 

3.5  SAFEGUARD #5:  HUMAN RATERS AT SCALE

3.5.1  Overview

Search engines like Google employ extensive networks of human evaluators, known as Search 
Quality Raters, to assess the quality, relevance, and safety of search results. These raters use 
detailed guidelines — the Search Quality Evaluator Guidelines (Google 2020) — to rate web-
pages based on criteria such as experience, expertise, authoritativeness, and trustworthiness 
(E-E-A-T), as well as to identify harmful or inappropriate content. As of 2020, Google report-
edly had over 16,000 such raters worldwide (Google 2020).

Human raters provide critical insights that automated systems may miss, including nuanced 
judgments about content quality, cultural sensitivities, and emerging types of harmful content. 
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Their evaluations help improve search algorithms and ensure that search results meet users’ 
needs while adhering to safety standards.

Risks Addressed
•	 Misinformation and disinformation
•	 National security risks
•	 Safety of the individual
•	 Adversarial manipulation
•	 Bias and discrimination
•	 Infringement of intellectual property

3.5.2  Applicability for AI

AI models, especially those deployed at scale, interact with millions of users and generate 
vast amounts of content. Relying solely on small teams for training and moderation may not 
be sufficient to address the diversity and complexity of potential issues. Incorporating large 
numbers of human evaluators can enhance the ability of AI developers to detect and mitigate 
harmful outputs.

AI model developers are already relying on some human raters, but compared to the 16,000 
raters that Google claimed to employ for search, the scale seems to be much smaller. OpenAI 
credited 40 human labelers6 in its paper introducing InstructGPT (Ouyang et al. 2022). TIME 
reported on documents detailing OpenAI’s contracts with outsourcing firm Sama in late 2021 
to hire labelers to reduce toxicity in ChatGPT, estimating that “[a]round three dozen workers” 
were hired (TIME 2023). If those figures are at all representative, then leading AI model devel-
opers are using between two and three orders of magnitude fewer human raters than their 
counterparts in search.

Approaches
By employing a diverse pool of human reviewers, AI developers can gain insights into cultural 
nuances, ethical considerations, and subtle forms of misuse that automated systems might over-
look. These human evaluators can participate in various stages of AI development, including:

•	 Data curation:  Reviewing and annotating training data to ensure quality and appropri-
ateness.

6	  There are 40 names in the list, but one name appears twice, so there are only 39 unique names and there may only have 
been that many hired data labelers for InstructGPT.
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•	 Model evaluation:  Assessing AI outputs for compliance with safety guidelines and 
identifying areas for improvement.

•	 Policy development:  Providing feedback to inform content moderation policies and 
ethical guidelines.

Challenges
Implementing this safeguard poses challenges, such as:

•	 Scaling the workforce:  Employing human raters would require a substantial number 
of workers, resulting in increased need for management, additional costs, and other 
resources.

•	 Ensuring the well-being of human evaluators:  Evaluators may be exposed to disturb-
ing content, which can have undesirable effects on the evaluators’ well-being. 

•	 Maintaining consistency in evaluations:  Inconsistent evaluation methods by human 
evaluators can lead to unreliable results, particularly if part of the evaluation process 
includes comparison to previous evaluation results. 

•	 Confidentiality and intellectual property (IP):  Considerations related to confidential-
ity and intellectual property can arise, particularly when involving external contractors.

Despite these challenges, the long-term reliance of search engines on large numbers of human 
evaluators underscores the value of human judgment in content moderation and guidance 
of information systems. AI developers could adopt similar practices to enhance the safety 
and reliability of AI services. While this technique is expensive, it could still be a worthwhile 
investment.

3.6  SAFEGUARD #6:  INTEGRATED FACT-CHECKING

3.6.1  Overview

Search engines have implemented integrated fact-checking mechanisms to combat the spread 
of misinformation and enhance the credibility of information presented to users. Google, for 
instance, introduced the “Fact Check” label in search results and Google News, highlighting 
articles that include fact-checked claims (Conger 2017). This feature relies on partnerships 
with reputable fact-checking organizations that use the ClaimReview markup to indicate fact-
checked content (Google Developers 2021). By December 2019, fact checks were displayed 
over 11 million times daily across search results globally, amounting to approximately four 
billion impressions annually (Google Blog 2019).
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These efforts aim to provide users with accurate information and help them make informed 
decisions. Fact-checking labels and summaries offer context and verification, reducing the 
spread of false or misleading content.

Risks Addressed
•	 Misinformation and disinformation

3.6.2  Applicability for AI

AI models, particularly large language models used in conversational agents, may generate 
incorrect or misleading information due to limitations in their training data or understanding of 
context. Without integrated fact-checking, AI-generated content could inadvertently contribute 
to the spread of misinformation.

Approaches
Incorporating real-time fact-checking mechanisms into AI models can enhance the accuracy 
and reliability of their outputs. This could involve:

•	 Integrating fact-checking APIs:  Connecting AI models with external fact-checking 
services to verify information before presenting it to users.

•	 Implementing knowledge graphs:  Using structured databases of verified information 
to cross-reference and validate generated content.

•	 Providing high-quality source citations:  Encouraging AI models to include references 
or links to reputable sources, allowing users to verify the information independently. 
A recent experiment found that many AI chatbots are providing incorrect citations 
(Jaźwińska and Chandrasekar 2025).

Some AI services have begun to address this issue. For example, OpenAI’s ChatGPT has experi-
mented with providing source links in its responses to improve transparency and allow users to 
verify information.

Challenges
•	 Computational overhead:  Real-time fact-checking can increase response times and 

require additional computational resources.
•	 Data availability:  Accessing up-to-date and comprehensive verified data can be 

challenging.
•	 Handling discrepancies:  Dealing with conflicting information from different reputable 

sources requires sophisticated reasoning capabilities.
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3.7  SAFEGUARD #7:  ALGORITHMIC OBFUSCATION

3.7.1  Overview

Algorithmic obfuscation refers to the practice of keeping the specifics of algorithms, such 
as search ranking or recommendation systems, confidential to prevent manipulation by bad 
actors. Search engines like Google regularly update and adjust their algorithms and are deliber-
ately vague about the details to:

•	 Prevent gaming:  Obfuscating algorithms can help avoid situations where content 
creators manipulate content to unfairly improve their rankings (e.g., black-hat SEO 
techniques).

•	 Enhance security:  Hiding the specifics of algorithms can help reduce the risk that 
adversaries will exploit known algorithmic weaknesses.

•	 Maintain integrity:  Algorithmic obfuscation can help ensure that search results remain 
relevant and trustworthy.

Risks Addressed
•	 Adversarial manipulation

3.7.2  Applicability for AI

Approaches
AI models are susceptible to exploitation if adversaries understand their inner workings in 
detail. By withholding certain technical details, AI developers can:

•	 Reduce vulnerability to adversarial examples:  Withholding details can limit the ability 
of attackers to craft inputs that fool the AI into producing undesired outputs.

•	 Prevent data poisoning:  Obfuscation can make it harder for bad actors to introduce 
malicious data into training sets.

Challenges
•	 Balancing transparency and security:  Developers need to provide sufficient informa-

tion to build user trust without enabling exploitation of the services by malicious users.
•	 Regulatory compliance:  Makers of AI models must adhere to laws and guidelines that 

may require disclosure of certain algorithmic processes.
•	 Community trust:  It is important to manage perceptions, as excessive secrecy may 

lead to skepticism or mistrust among users and stakeholders (Pasquale 2015).
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Algorithmic obfuscation is highly relevant to AI and is already being employed by closed-weight 
AI developers. Open-weight model developers, however, provide much more transparency into 
their algorithms, which can provide many benefits but also is subject to risks such as adversarial 
manipulation.

3.8  SAFEGUARD #8:  MALVERTISING MITIGATIONS

3.8.1  Overview

Malvertising, or malicious advertising, refers to the use of online advertising to distribute mal-
ware, phishing scams, or other harmful content. Search engines and advertising platforms have 
developed sophisticated systems to detect and prevent malvertising, protecting users from 
these threats. These safeguards involve:

•	 Real-time scanning:  Automated systems analyze ads for malicious code or suspicious 
behavior before they are displayed.

•	 Strict advertising policies:  Platforms enforce policies that prohibit deceptive or harm-
ful content, with penalties for violations.

•	 Publisher verification:  Publishers vet advertisers and publishers to ensure they are 
legitimate and trustworthy.

For example, Google reported that in 2021, it blocked or removed over 3.4 billion ads for violat-
ing policies and suspended over 5.6 million advertiser accounts (Spencer 2022).

Risks Addressed
•	 Safety of the individual
•	 Adversarial manipulation
•	 Misinformation and disinformation
•	 National security risks

3.8.2  Applicability for AI

Some AI services already generate content that includes external links or references, and as AI 
services evolve, they may begin to include more advertising. Without appropriate safeguards, 
AI models could be manipulated to generate content that directs users to malicious websites 
or promotes fraudulent activities.
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Approaches
To mitigate these risks, AI developers can:

•	 Implement malicious content detection:  Developers can integrate security tools that 
analyze AI outputs for potential malvertising or harmful content.

•	 Enforce content policies:  AI companies can establish and enforce strict policies that 
prohibit the generation of content that includes malicious links or promotes illegal 
activities.

•	 User warning systems:  AI tools can include mechanisms to alert users when content 
may be suspicious or harmful.

Challenges
•	 Emerging threats:  Malicious actors continually develop new tactics to evade detection, 

requiring ongoing updates to security measures.
•	 False positives/negatives:  Developers must balance the detection accuracy to mini-

mize both false alarms and missed threats.
•	 User experience:  It can be a challenge to ensure that security measures do not unduly 

hinder the user experience.
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4. Discussion
This survey of search engine safeguards reveals some potential opportunities for AI developers. 
Notably, there are several important risk categories where search engines and AI overlap. We 
can also see that while some protections widely used by search engines have already found 
their way into AI services, others appear to be underutilized.

4.1  STRUCTURAL DIFFERENCES BETWEEN SEARCH ENGINES AND AI

One key observation is that the fundamental differences between search engines and AI mod-
els shape the effectiveness and ease of implementation of certain safeguards. Search engines 
primarily index and retrieve existing content from the web, making it relatively straightforward 
to block or remove problematic material at the source.

In contrast, AI models do not retrieve content, but generate novel content based on statistical 
patterns learned in training. This generative nature of AI complicates the removal of harm-
ful information. For example, removing harmful training data after deployment may not fully 
eliminate its influence, as models may be able to infer or recreate the learned harmful content. 
Mitigation techniques such as RLHF attempt to steer models toward safe behavior, but are not 
robust and are often vulnerable to jailbreaks. This highlights a core challenge: while removing 
harmful content (Safeguard #1) is straightforward for search engines, doing so for AI systems 
remains far more complex. Emerging techniques like machine unlearning could offer potential 
for data removal, but such methods remain underdeveloped and computationally expensive, 
and are not yet reliable enough for widespread deployment.

Additionally, certain safeguards would be more challenging or impossible to implement in 
open-source AI contexts, where model weights, or potentially code or other details are public. 
For instance, algorithmic obfuscation can be a useful strategy in closed-weight environments, 
but it is scarcely applicable when model weights are freely available. Similarly, behavioral mon-
itoring would likely be very challenging or infeasible to implement in an open-source context 
where there is no centralized host.
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4.2  PROMISING SAFEGUARDS FOR AI 

At the same time, some safeguards have stood out as potentially well suited for direct appli-
cation to AI. These measures, refined over years of implementation in the context of search 
engines, have been used to help mitigate many risks for search engines that overlap with risks 
for AI (e.g., the spread of misinformation or other harmful outputs).  
 
For instance, large-scale use of human raters (Safeguard #5) could significantly improve 
the nuanced judgment required to identify subtle forms of harmful or misleading content, 
compared to the relatively small-scale use of human raters typically employed by AI develop-
ers today. Although this approach entails substantial cost and logistical effort, it has proven 
instrumental for search engines over decades and could similarly help AI developers ensure 
their models better align with human values and expectations. Given the tremendous scale and 
impact of AI services, a substantial investment in human oversight may be justified.

Another safeguard which appears promising is fact-checking partnerships and data verifica-
tion tools (Safeguard #6). This measure directly targets misinformation and disinformation, 
which are among the most pervasive issues facing both search engines and AI. Incorporating 
real-time verification mechanisms, utilizing knowledge graphs, or sourcing reputable 
fact-checking APIs could substantially improve the quality and reliability of AI outputs, and help 
to mitigate the pervasive problem of hallucinations in many current AI models. While the com-
plexity of implementing these systems and the limited coverage of fact-checked claims pose 
constraints, the potential benefits for reducing the generation and spread of misinformation 
and disinformation could be great.

Some safeguards that appear underused in AI could become more pressing as AI models evolve 
and their commercial models change. Malvertising mitigations (Safeguard #8) are currently 
less relevant for AI systems that do not rely heavily on advertising. However, as generative AI 
increasingly begins to deliver sponsored content, malvertising safeguards will become more 
important. Proactive consideration of such techniques — ranging from real-time scanning to 
robust advertiser vetting — can prevent bad actors from exploiting the AI ecosystem in ways 
analogous to how they have targeted search engines.

With national security reporting (Safeguard #4), search engines have set precedents for 
working with authorities to identify, track, and remove content that poses threats to pub-
lic safety or national interests, as well as supporting data requests from authorities on user 
accounts that are suspected of illegal activities. There is some evidence that leading AI devel-
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opers are already engaged in similar national security collaborations to a degree, though the 
full extent is not publicly known. While balancing national security considerations with civil 
liberties — such as privacy and free speech — remains a challenge, mechanisms to identify and 
report dangerous content to the appropriate authorities could enhance national security risks, 
including the spread of extremist content or sensitive information that could be used to build 
dangerous weapons.
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5. Limitations  
and Further Research

Some search engine safeguards may involve trade secrets and non-public information, lim-
iting our ability to analyze them fully. Additionally, the authors of this paper are primarily AI 
researchers rather than search engine experts, hence our understanding may not capture all 
nuances of search engine technologies. When studying specific search technology, we primarily 
considered Google, and we may have overlooked some safeguards that are only provided by 
other search engines. The landscape of risks for both search engines and AI is complicated. As 
discussed in Section 2, we were only able to investigate safeguards for a subset of the risks that 
are present for both search engines and AI systems (see section 5.4 on additional safeguards 
for further research). 

The limitations emerging from our choice to narrow our focus to Google Search are most 
apparent when considering some of the risks discussed in Section 2.2.1. Google dominates the 
search engine market, holding an overwhelming ~90% of worldwide market share, which grants 
it a near-monopoly.7 This concentration of power raises concerns about how information is 
curated and presented, particularly in relation to echo chambers, filter bubbles, and potential 
biases in search results. 

Google’s vast index database of trillions of web pages, universality of resources, personalized 
results, and integration into the suite of Google services make it the premier (and often 
default) choice for most users of the internet. However, this precision and personalization 
are often at the expense of harvesting user data across Google products, sometimes 
surreptitiously,8 to enable targeted advertising. This tradeoff between privacy and efficiency 
may be better handled by privacy-centric services like DuckDuckGo. We did not extensively 
explore alternatives such as DuckDuckGo, Bing, or other search engines, which may employ 
different indexing strategies, ranking algorithms, or design choices that might address these 
risks differently. Expanding this investigation to other search engines could offer valuable 
insights for developing more robust and transparent safeguards. Just as crucial would be the 
analysis of user awareness and behaviors to illuminate the accompanying efforts required in 
managing these risks effectively. 

7	  Source: https://gs.statcounter.com/search-engine-market-share. These market shares are often as high as in geographic 
regions like India and Africa. 
8	  https://time.com/6962521/google-incognito-lawsuit-data-settlement/ 

https://gs.statcounter.com/search-engine-market-share
https://time.com/6962521/google-incognito-lawsuit-data-settlement/
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There are also many important novel risks posed by AI systems that are not relevant for 
search engines, and hence are not likely to find any parallel solutions to draw from in search 
technology.

5.1  AI SUMMARIES IN SEARCH

We have not conducted an in-depth investigation into the integration of AI into search engines 
or the unique ways this might exacerbate some of the risks illustrated in this paper. Google 
Search has increasingly promoted AI summaries as a feature in their search results. The opaque 
determination about which queries warrant an AI overview, the absence of straightforward 
options to disable this feature, and the accompanying concerns, such as bias amplification, 
adversarial manipulation, and possible misinformation propagation at scale, result in a com-
plex interaction of search and AI risks. These risks may require specialized safeguards that are 
distinct from those traditionally used in search, including enhanced adversarial robustness, 
transparency in ranking algorithms, and mitigations against AI-generated hallucinations.

5.2  OPEN-SOURCE AI

The dynamics between hosted AI services and open-source AI models differ, affecting how 
safeguards can be implemented. There are also different considerations regarding free speech 
and censorship concerns for search engines versus AI models, which may impact the applicabil-
ity of certain safeguards.

5.3  EVALUATION OF SAFEGUARDS

While this paper surveys existing search engine safeguards and explores their applicability to AI 
risk mitigation, it does not typically provide robust evidence of each safeguard’s effectiveness. 
As elaborated in Section 3, search engines have developed various mechanisms to address 
risks that seem successful, but detailed assessment of data related to their performance in risk 
mitigation is not readily available. In the absence of this information, we reached out to exter-
nal reviewers, including individuals currently and formerly employed at a major search engine 
company, to evaluate existing safeguards, but we received limited input on the matter. 



S U R V E Y  O F  S E A R C H  E N G I N E  S A F E G U A R D S  A N D  T H E I R  

A P P L I C A B I L I T Y  F O R  A I

26

Therefore, we employed the following heuristic in assessing these safeguards: if a safeguard has 
been maintained for several years, it likely demonstrates some level of effectiveness, as a for-
profit company would not allocate resources to an ineffective measure. However, this assump-
tion is not foolproof: some safeguards may be retained for reasons beyond efficacy, such as 
public relations benefits or alignment with market expectations of perceived responsible AI 
practices.

Future work should include systematic evaluation of these safeguards through empirical stud-
ies to measure their impact on user behavior, content quality, and risk reduction. For instance, 
fact-checking integrations in search results may reduce the spread of misinformation and 
disinformation, but their effectiveness in altering user trust or engagement with false informa-
tion requires deeper analysis. Empirical evaluations of safeguards will not only illustrate their 
efficacy in mitigating search-related risks, but can also be an important element of assessing 
their potential adaptability to AI systems. For example, a safeguard that performs well in struc-
tured search environments may not necessarily function as effectively in generative AI systems, 
where outputs are dynamically generated rather than retrieved from indexed content.

5.4  ADDITIONAL SAFEGUARDS FOR FURTHER RESEARCH

Further research is needed on additional search safeguards we did not analyze which could be 
applicable to AI. These likely include privacy and data protection safeguards, misinformation 
and disinformation controls, adversarial manipulation protections, phased deployment, adver-
sarial manipulation protections, bias and fairness mitigations, and news/information recency 
checks. Additional notes on some of these safeguards are provided below.

Privacy and data protection safeguards

In accordance with GDPR and CCPA, search engines respond to data subject access requests, 
which span information such as the purpose of the data, how it will be used, and where the 
data originated (Mantelero 2013). Google, for example, honors “right to be forgotten” removal 
requests for personal data and will de-index sensitive personal information (like medical or 
financial records) upon request. AI systems pose privacy risks: models can memorize and 
regurgitate personal data as well as be prompted to verbatim reproduce information from 
their training set, such as phone numbers, names​ (Nasr et al. 2023). Further research on how 
safeguards could be applied to AI could be valuable, however some have noted that imple-
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menting these sorts of privacy and protections could be very challenging or impossible for AI 
(Gucluturk 2024). 

Misinformation and disinformation controls

Search engines have implemented measures to counter false or misleading content. For 
example, Google prioritizes authoritative sources and down-ranks “borderline content” to curb 
misinformation and disinformation​ (Google n.d.). It also applies extra scrutiny to sensitive “Your 
Money or Your Life” (YMYL) queries (e.g., topics relating to health or finance), often avoiding 
direct answers or providing disclaimers for unverified info.

Using ranking algorithms to favor high-quality information is a key part of how search engines 
attempt to maintain information quality​ (Google 2019). It seems worthwhile to further inves-
tigate these practices and how parallel measures (e.g., more sophisticated eligibility criteria 
around which data can be included in a training corpus) could help address misinformation and 
disinformation risks in AI systems.

Bias and fairness safeguards

Search engines employ certain bias and fairness safeguards, such as filtering and adjusting 
auto-complete suggestions, to avoid reflecting harmful stereotypes or falsehoods. They also 
provide users the ability to report poor results, which search engines use to improve rankings 
(Google Search Central n.d.)​. Further research could explore how such measures might be 
applied in the context of AI systems as well.
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6. Conclusion
This paper has explored whether the decades of experience search engines have had in safe-
guard development and risk mitigation might offer valuable lessons for the developers of AI 
foundation models. We cataloged eight different safeguards used by search engines, each 
addressing a subset of the six risk categories we focused on (section 2.1): misinformation, 
national security risks, risks to the individual, adversarial manipulation, bias and discrimination, 
and intellectual property infringement, all of which are shared by both search and AI systems.

We found that some of the safeguards we analyzed — such as content filters (Safeguard #2), 
behavioral monitoring (Safeguard #3), national security reporting (Safeguard #4), and algorith-
mic obfuscation (Safeguard #7) — appear highly relevant to AI. Although developers of closed-
weight, hosted AI models often use these techniques already, opportunities may exist to refine 
and strengthen them further by applying approaches from their more mature counterparts in 
search.

However, other safeguards employed by search engines — such as the use of human raters 
at scale (Safeguard #5) and integrated fact-checking (Safeguard #6) — appear to remain 
underutilized in AI systems. Both are at least moderately feasible, if potentially costly, to imple-
ment. Together, they could help mitigate all six of the shared risks we have focused on.

Finally, two safeguards we studied — removing harmful content (Safeguard #1) and malvertis-
ing mitigations (Safeguard #8) — may hold greater promise for the future than for immediate 
adoption. Techniques like machine unlearning (MU) must mature further before removing 
harmful content from AI models can be done reliably and economically. Likewise, before adding 
advertising features to their AI products, developers would be wise to study the history of mal-
vertising exploits affecting search engines, as well as the responses and mitigations that proved 
effective. Both of these safeguards together also could help address all six of the shared risks 
we have focused on once they are fully developed and integrated.

We hope our analysis raises awareness among AI developers, researchers, and other stakehold-
ers about risk mitigation strategies they might not have otherwise considered. Since this paper 
only examined a subset of search engine safeguards and the overlapping risks between search 
and AI, further cross-domain research — whether between AI and search, or AI and other 
parallel domains — could uncover even more mitigation strategies. Such efforts can guide the 
development of AI systems to more closely align with societal values and prioritize user safety 
and security.
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