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1. Profile Draft-Guidance Testing 
Methodology and Main Results

As a feasibility test and illustration of our Profile guidance for large-scale foundation models, 
we applied a draft version of our V1.1 guidance to four recently released, relatively large-scale 
foundation models: GPT-4o, Claude 3.5, Gemini 1.5, and Llama 3.1. We used publicly available 
information about each model, such as system cards, technical reports, and blog posts, as 
we analyzed the degree to which these models fulfilled our Profile guidance. In addition, we 
analyzed a limited amount of publicly available information around company practices, adjacent 
models, and related research. 
 
This document details our testing of draft version 1.1 of the Profile. It follows our previous 
round of testing from 2023, which applied version 1.0 (Barrett et al. 2023), and tested GPT-4, 
Claude 2, PaLM 2, and Llama 2. We considered the version 1.0 Profile feasibility test results as 
we worked on guidance revisions for the Profile version 1.1 (Barrett et al. 2025). We also aimed 
for the model-specific results to be useful to the foundation model developers whose models 
we evaluated. Our testing revealed potential areas to apply additional best practices and areas 
that could benefit from additional documentation of the developers’ practices. Finally, we have 
aimed for the model-specific results to be useful to readers as illustrations of how one could 
implement the Profile. 

This analysis has several important limitations: 

• First, this is still an “alpha test” use of the Profile guidance by members of our 
Profile development team, rather than a “beta test” use of the Profile guidance by the 
organizations that created the foundation models. Thus, our analysis is limited to publicly 
available information. (We provided the foundation model developer organizations with 
an opportunity to review and comment on our draft analysis, but we did not ask for any 
materials that were not publicly available.) Fulfillment of Profile guidance in many Profile 
subcategories could not be assessed with only publicly available information. 

• Second, our assessment is retrospective on AI systems that have already been 
developed, without real-time opportunities to prompt use of the Profile guidance at 
relevant AI system lifecycle stages. 
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• Third, we focused this analysis mainly on the high-priority AI RMF subcategories, as 
identified in the Executive Summary of the version 1.1 Profile. 

• Fourth, there might be differences between the development and deployment 
approaches for some of these models. For example, some developers may have 
performed red-teaming or other evaluations on pre-trained GPAI/foundation models, 
or on AI systems that incorporated the pretrained models and also contained additional 
risk management controls. This might lead to inconsistencies in the comparisons of the 
models. 

• Finally, our Profile guidance fulfillment ratings are only approximate indicators of the 
extent of fulfillment of relevant guidance within each AI RMF subcategory; we provide 
more detail within our discussion of each rating.

1.1 HIGH-LEVEL FINDINGS

Below are the main high-level findings and recommendations from our analysis, with associated 
AI RMF subcategories:

• Applying the Profile guidance from the high-priority AI RMF subcategories appears to be 
generally feasible for large-scale foundation model developers, based on the four models 
we tested (as well as the four models tested previously in version 1.0 of our Profile).

• Although all four models we analyzed this round were LLMs/LMMs released in 2024 by US-
based companies, there was substantial variance in the levels of fulfillment we observed for 
each of them for many of the high-priority AI RMF subcategories. Compared to the models 
tested retrospectively in v1.0 of our Profile, the models analyzed this time rated (overall 
and on average):

 »  Notably higher on reporting on AI system risk factors (Govern 4.2), and on high-
priority risk controls (Manage 1.3);

 » Notably lower on metrics and red-teaming (Measure 1.1); and1

 »  About the same on risk assessment and risk management (Govern 2.1), identifying potential 
uses/misuses and other impacts (Map 1.1), and tracking elusive risks (Measure 3.2).

• There was more complicated variance — or not enough information to say — on 
identifying potential uses/misuses/impacts (Map 1.1), setting risk-tolerance thresholds for 

1 While we rated the models in this round of testing lower overall on metrics and red-teaming, this is not necessarily due 
to reduced absolute quality of metrics and red-teaming by the developers compared to last time. It could be due to differing 
calibrations among our testers between this time and last time, or for other reasons, e.g., that the more advanced models tested 
this round are subject to more serious risks and hence require a greater level of thorough measurement and red-teaming in order 
to maintain the same level of quality, as evaluated by our testers.
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unacceptable risks (Map 1.5), estimating likelihood and magnitude of impacts (Map 5.1), go/
no-go decisions (Manage 1.1), unforeseen risk controls (Manage 2.3), and system update/
emergency shutdown controls (Manage 2.4).

• All four models’ documentation or references included analysis of risks that the models 
presented (Govern 4.2, Map 1.1). For two of the models (GPT-4o and Claude 3.5), available 
documentation included discussion of unacceptable risk thresholds (Map 1.5), but none 
included clear discussion of likelihood or magnitude estimates of the risks they analyzed 
(Map 5.1).

• Several high-priority AI RMF subcategories were difficult to assess because relevant 
documentation was not always publicly available. For subcategories where recommended 
documentation is not publicly available, we recommend that model developers ensure that 
they can provide such documentation to auditors or others as appropriate. Resources for 
model documentation can be found in Measure 3.1. Areas where relevant documentation 
was frequently not found include:

 » Map 1.5: Set risk-tolerance thresholds for unacceptable risks;
 » Map 5.1: Estimate likelihood and magnitude of impacts;
 » Measure 3.2: Tracking elusive risks: Qualitative mechanisms;
 » Manage 1.1: Go/no-go decisions;
 » Manage 2.3: Unforeseen risk controls; and
 » Manage 2.4: System update and emergency shutdown controls. 

• Model testing could be improved by expanding bias testing (as outlined by Globus-Harris et 
al. 2022), by introducing bias-specific bug-bounty programs, and by improving or clarifying 
vulnerability or error disclosure procedures (Chowdhury and Williams 2021, Kenway et 
al. 2022). Vulnerability disclosure programs could also be improved by including a wider 
variety of GPAI-specific risks, such as misinformation, toxicity, and persuasion. 

For the full AI Risk-Management Standards Profile for General-Purpose AI (GPAI) and 
Foundation Models V1.1, see Barrett et al. (2025) or https://cltc.berkeley.edu/wp-content/
uploads/2025/01/Berkeley-AI-Risk-Management-Standards-Profile-for-General-Purpose-AI-and-
Foundation-Models-v1-1.pdf

Table 1.1 (Guidance Testing Rating Legend) provides details on the rating categories used in our 
Profile guidance testing, and Table 1.2 (Summary of Guidance Testing Ratings) provides a high-
level summary of how well available information on each of the four models indicates model 
fulfillment of the Profile guidance.

https://cltc.berkeley.edu/wp-content/uploads/2025/01/Berkeley-AI-Risk-Management-Standards-Profile-for-General-Purpose-AI-and-Foundation-Models-v1-1.pdf
https://cltc.berkeley.edu/wp-content/uploads/2025/01/Berkeley-AI-Risk-Management-Standards-Profile-for-General-Purpose-AI-and-Foundation-Models-v1-1.pdf
https://cltc.berkeley.edu/wp-content/uploads/2025/01/Berkeley-AI-Risk-Management-Standards-Profile-for-General-Purpose-AI-and-Foundation-Models-v1-1.pdf
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Table 1.1: Profile Guidance Testing Rating Legend

Color Label Description

High fulfillment The model or developer fulfills a strong majority (>80%) of the Profile guidance for the indicated NIST AI RMF 
subcategory.

Medium fulfillment The model or developer fulfills a moderate amount (30–80%) of the Profile guidance for the indicated NIST AI 
RMF subcategory.

Low fulfillment The model or developer fulfills a clear minority (<30%) of the Profile guidance for the indicated NIST AI RMF 
subcategory.

Unclear At least 50% of the evidence necessary to assess fulfillment of the Profile guidance appears to be missing. We try 
to resolve in a more detailed explanation whether the missing information may warrant public clarification from 
the developer, whether it is appropriately private information that the developer need not disclose, or whether 
it is appropriately non-public but should be made available on a confidential basis to independent evaluators or 
auditors. 

Table 1.2: Summary of Profile Guidance Testing Ratings

High-Priority AI RMF Subcategories GPT-4o Claude 3.5 Sonnet Gemini 1.5 Llama 3.1 405B

Govern

Govern 2.1: Risk assessment and risk management High High High Medium

Govern 4.2: Report on AI system risk factors High High High Medium

Map

Map 1.1: Identify potential uses/misuses and other impacts Medium Medium High Medium

Map 1.5: Set risk-tolerance thresholds for unacceptable risks Medium Medium Unclear Unclear

Map 5.1: Estimate likelihood and magnitude of impacts Unclear Unclear Unclear Unclear

Measure

Measure 1.1: Tracking important risks: Metrics and red teaming High Medium Medium Medium

Measure 3.2: Tracking elusive risks: Qualitative mechanisms Medium Medium Unclear High

Manage 

Manage 1.1: Go/no-go decisions Unclear Unclear Unclear High

Manage 1.3: High-priority risk controls Medium High Medium High

Manage 2.3: Unforeseen risk controls Unclear Unclear Medium Low

Manage 2.4: System update and emergency shutdown controls Medium High Unclear Low

We provide more information in the following sections. In Section 2, we outline the feasibility 
issues identified in the version 1.1 Profile. In Sections 3.1, 3.2, 3.3, and 3.4, we provide our reason-
ing for guidance testing ratings on GPT-4o, Claude 3.5, Gemini 1.5, and Llama 3.1, respectively. 
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2. Feasibility Issues Identified in 
Profile Version 1.1 

Below, we list issues with feasibility of guidance that were identified in a number of AI RMF 
high-priority subcategories of Profile version 1.1. For several of these, we have already refined 
our guidance to address them. For some other subcategories, we may implement additional 
refinements in future versions of the Profile.

High-Priority AI RMF Subcategories:

• Measure 1.1 testing raised questions about the value of independent third parties in 
benchmarking and automated evaluation. While there was already guidance about the 
use of third parties for red-teaming, the subcategory lacked guidance about the value of 
using benchmarks developed by third parties where possible, rather than relying only on 
benchmarks created by the developer in question. 

• Evaluating the documentation practices of model developers proved challenging 
due to documents not being shared publicly. Pairing documentation and reporting 
recommendations with a level of expected transparency (e.g. Internal, External (limited), or 
Public) may help with Profile implementation. In cases where documentation is expected 
to be internal (private), compliance may be demonstrated if it is indicated that the required 
documentation is in place. In cases where documentation is expected to adhere to a higher 
level of transparency (Public), the required documentation must be public, understandable, 
and accessible in order to demonstrate compliance. This was particularly challenging in 
high-priority subcategories where documentation was critical (Map 1.5, 5.1, Manage 1.1).
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3. Guidance Testing for  
Each Model

3.1 GPT-4o 

OpenAI’s latest major LMM release, GPT-4o, is a large multimodal model that accepts as input 
any combination of text, audio, image, and video and generates any combination of text, audio, 
and image outputs. While less capable than humans in many real-world scenarios, GPT-4o 
exhibits human-level performance and outperforms rival LLMs/LMMs on various professional 
and academic benchmarks (OpenAI 2024a). 

Based on preliminary high-level testing for OpenAI’s GPT-4o using publicly available 
information, the most common rating for high-priority Profile subcategories was “Medium 
fulfillment” (5 out of 11 subcategories); “Unclear” and “High fulfillment” followed (3 out of 11 
subcategories each); and “Low fulfillment” was least common (0 out of 11 subcategories).

OpenAI provided documentation of risks and mitigations with the GPT-4o release in OpenAI 
(2024a), the GPT-4o System Card, and other documents. Internal and external red-teaming 
efforts helped with fulfillment in many areas, as did the company’s bug bounty program and 
coordinated vulnerability disclosure policy (OpenAI 2023a,b,d). Benchmarking performed by 
the development team, and documentation of hallucination rates, also helped establish base-
lines for risk assessment. OpenAI’s decision to not release model weights and instead restrict 
all GPT-4o usage to hosted API and ChatGPT access increased security, and contributed to 
fulfillment in areas relating to the ability to recover from previously unforeseen risks (Manage 
2.3) and the ability to update or decommission the system, if necessary (Manage 2.4).

OpenAI could improve fulfillment across multiple Profile subcategories by expanding their 
bug bounty program to award bounties for demonstrated biases and by providing protection 
for stakeholders that report vulnerabilities or risks. Other categories could see improvement 
in fulfillment levels by providing risk thresholds for a wider variety of risks, and by publishing 
likelihood and impact scores and methods.2 

2  On August 29, 2024, NIST announced the signing of agreements that will enable formal collaboration with OpenAI on AI 
safety research (NIST 2024). This may improve the fulfillment scores of the next model version.
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GPT-4o testing has focused on established benchmarks and performance metrics (OpenAI 
2024a). Areas that appear to warrant additional evaluation include: concentration and control of 
the power and benefits from AI technologies, sociotechnical impacts, and environmental impacts.

Table 3.1: GPT-4o Profile Guidance Testing Ratings and Rationales

High-Priority AI RMF Subcategories

Govern

Govern 2.1: Risk assessment and risk management

The preparedness team drives technical work to examine the model capability and risk, identify reasonably 
foreseeable misuses, monitor unknown unknowns, forecast changes and early warning signs, establish safety 
baselines, and provide monthly reports to leadership (OpenAI 2023d). OpenAI’s Terms of Use and Usage Policies 
outline intended use and prohibited uses (OpenAI 2024b,c), although the prohibited uses do not list specific 
contexts.

The general focus and structure of the preparedness team is publicly documented, but details regarding appropriate 
roles, responsibilities, and lines of communication are not publicly available. 

High fulfillment 

Govern 4.2: Report on AI system risk factors

Risks are documented after evaluation and shared within the organization with the appropriate teams. Policies and 
procedures are in place for risk analysis and scorecard management, and internal/external audits are conducted. 
Considerations are given to bias, discrimination, and overall alignment. OpenAI’s red team targets various domains, 
e.g., fairness and bias, law, cybersecurity, persuasion, and HCI. Safety baselines based on impact are established and 
documented across multiple types of risk. Results are documented and communicated internally. 
Some external documentation is published, e.g., through system cards and research papers (OpenAI 2023c,d, 
2024a, n.d.d). 

High fulfillment 

Map

Map 1.1: Identify potential uses/misuses and other impacts

Intended use cases and prohibited uses are outlined, but specific contexts are not listed (OpenAI 2024b,c). Risk 
assessments were undertaken and reported on key areas of risk and mitigation. The evaluations included internal 
assessments, external red-teaming, and external assessments. Training data sources are listed, but details are not 
provided. Similarly, data assessment and mitigations are performed and documented, but public documentation 
is limited (OpenAI 2024a). The preparedness team identifies and categorizes reasonably foreseeable misuses and 
abuses, conducts regular risk impact assessments, explores unknown unknowns, and identifies and updates safety 
baselines across multiple types of risks (OpenAI 2023d). 

Publicly available reports did not include risk assessment scores for impacts on economic, environmental, or socio-
technical considerations. 

Medium fulfillment 

Map 1.5: Set risk-tolerance thresholds for unacceptable risks

The OpenAI preparedness framework addresses risk impacts and tolerances along with a mitigation strategy 
for each risk level and type. The framework also defines thresholds that require additional safety measures. Risk 
thresholds for deployment and development are set (OpenAI 2023d). Intended and prohibited uses are listed 
(OpenAI 2024b,c).

Details on risk threshold methodologies and risk mitigation strategies were not publicly available. Unacceptable risks 
and risk tolerances were only identified for Cybersecurity, CBRN, Persuasion, and Autonomy, neglecting other types 
of risk (e.g., sociotechnical, environmental, or community). 

Medium fulfillment
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Map 5.1: Estimate likelihood and magnitude of impacts

Descriptions, evaluations, capabilities, mitigations, and mitigation limitations are documented for various risks and 
safety-related issues (OpenAI 2024a). Likelihood and impact are not explicitly stated but are implied in the rationale 
for thresholds (OpenAI 2023d). 

It is unclear if risk assessments and likelihood/magnitude of impacts are internally conducted for risks other than 
those in the context of Cybersecurity, CBRN, Persuasion, and Autonomy (e.g., sociotechnical, environmental, or 
community). 

Clarification from the developer is warranted on whether they have internally documented likelihood and 
magnitude assessments of risks they have identified, or a scale that includes criteria for rating the model impacts. 
Sensitive organizational details on this issue need not be shared publicly, but they can be shared confidentially with 
independent auditors and evaluators to help assess this subcategory more completely.

Unclear

Measure

Measure 1.1: Tracking important risks: Metrics and red-teaming

GPT-4o testing was conducted on multiple risks over multiple phases. Quantitative and qualitative measures were 
used, including benchmark evaluations. The testing included internal assessments and external red-teaming, as well 
as external assessments by METR and Apollo Research (OpenAI 2024a). Frontier models are evaluated following 
every 2x increase in compute during training runs (OpenAI 2023d). Model evaluations included the potential for 
enabling CBRN risks, cybersecurity, anthropomorphization and emotional reliance, and societal impacts (OpenAI 
2024a).

High fulfillment 

Measure 3.2: Tracking elusive risks: Qualitative mechanisms

OpenAI offers a bug bounty program, incident reporting, and a model behavior feedback form (OpenAI 2023a,b, 
n.d.a). They also offered research funding to the winners of the preparedness challenge in an effort to identify 
unknown unknowns (OpenAI n.d.b). 

Iterative deployment, pre- and post-mitigation testing, and working to identify unknown unknowns are a part of the 
preparedness team’s ongoing monitoring of models (OpenAI 2023d). The OpenAI red team is an integral part of 
the iterative deployment process (OpenAI 2023c).

It is unclear if OpenAI utilizes a risk register for risk tracking. It is also unclear if stakeholder and affected community 
engagement methods are prioritized. While the system card documents many potential misuses, abuses, and other 
safety-related issues with the model, the rate and severity of these cases are not explicitly stated (OpenAI 2024a).

Medium fulfillment

Manage

Manage 1.1: Go/no-go decisions

The terms of use and usage policies list the intended uses and prohibited uses, but do not list specific contexts 
or use cases (OpenAI 2024b,c). Thresholds for risk scores in the context of developments and deployment are 
identified and documented (OpenAI 2023d). 

It is unclear if OpenAI has a decommissioning policy or if a plan is in place for extreme cases where a deployed 
model requires shutting down. It is unclear if there are internal risk thresholds for risks other than those in the 
context of Cybersecurity, CBRN, Persuasion, and Autonomy (e.g., sociotechnical, environmental, and community). 

In future documentation, we recommend the developer include a decommissioning policy and risk threshold 
considerations for sociotechnical, environmental, and community risks.

Unclear
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Manage 1.3: High-priority risk controls

The terms of use and usage policies list the intended uses and prohibited uses, but do not list specific contexts 
or use cases (OpenAI 2024b,c). Multiple risks are evaluated and documented over multiple phases. Potential 
risks are assessed and mitigated by utilizing a combination of methods, spanning all stages of development across 
pre-training, post-training, product development, and policy. Categorized risks, mitigations, and limitations are 
addressed in the GPT-4o system card. Data gathering and processing procedures are addressed, but include limited 
details (OpenAI 2024a). 

OpenAI evaluates all frontier models following every 2x effective compute increase during training runs, and the 
preparedness team performs ongoing monitoring of risks, including jailbreaks (OpenAI 2023d). Audit logs are 
retained (OpenAI n.d.c).

The OpenAI red team explores and identifies risk use cases, including unknown unknowns and emerging risks 
(OpenAI 2023c). 

Publicly available cybersecurity testing of the model was limited. It is unclear if practices for synthetic media 
disclosure and tracking are in place. 

Medium fulfillment

Manage 2.3: Unforeseen risk controls

GPT-4o usage is restricted to access via ChatGPT, and the API facilitates measuring, monitoring, and 
decommissioning.

The OpenAI preparedness team and red team explore identifying unknown unknowns and monitor emerging risks. 
Protocols and resources are in place for continuous monitoring of the model, and audit logs are retained (OpenAI 
2023c,d, n.d.c). 

It is unclear if an incident response or recovery plan is in place.

Clarification from the developer is warranted on whether they have internally documented incident response and 
incident recovery plans. Sensitive organizational details on this issue need not be shared publicly, but they can be 
shared confidentially with independent auditors and evaluators to help assess this subcategory more completely.

Unclear

Manage 2.4: System update and emergency shutdown controls

OpenAI has used an iterative deployment approach to minimize risks of misuse. If necessary, the board of directors 
may reverse a decision or mandate a revised course of action (OpenAI 2023d). OpenAI also facilitates exploratory 
discovery and monitors emerging risks for warning signs (OpenAI 2024a). GPT-4o usage was restricted to only 
hosted access via ChatGPT and the API. 

Details of any catastrophic event response procedures, such as emergency shutdown or model retraction, have not 
been shared publicly. 

Medium fulfillment
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3.2 Claude 3.5 Sonnet

Anthropic’s latest major LLM release, Claude 3.5 Sonnet, is a general purpose large language 
model that “raises the industry bar for intelligence, outperforming competitor models and 
Claude 3 Opus on a wide range of evaluations, with the speed and cost of our mid-tier model, 
Claude 3 Sonnet” (Anthropic 2024a). 

Based on preliminary high-level testing for Anthropic’s Claude 3.5 Sonnet using publicly 
available information, the most common ratings for high-priority Profile subcategories were 
“High fulfillment” and “Medium fulfillment” (both with 4 out of 11 subcategories); “Unclear” 
followed (3 out of 11 subcategories); and “Low fulfillment” was least common (0 out of 11 
subcategories).

Anthropic provided documentation of risks, mitigations, and acceptable use with the Claude 
3.5 Sonnet release in Anthropic (2024c,d, 2023a3), the updated Model Card and Evaluations 
for Claude 3.5, Usage Policy, and Core Views on AI Safety, among other documents. Internal 
and external red-teaming efforts helped with fulfillment in many areas, as did the Usage Policy 
content of the allowed and disallowed cases (Anthropic 2024d). Anthropic’s decision to not 
release model weights and instead restrict usage to a hosted API and web interface increased 
security and contributed to fulfillment in areas relating to abilities to recover from previously 
unforeseen risks (Manage 2.3) and to update or pause the system, if necessary (Manage 2.4). 

Anthropic could improve fulfillment across multiple Profile subcategories by expanding their 
assessment of demonstrated biases and demographic discrepancies. Providing a public-facing 
incident reporting mechanism would also aid in continuous risk-tracking (Measure 3.2), and 
would improve clarity regarding stakeholder incident reporting. Results and mechanisms for 
frontier risk evaluations are not public. We also recommend expanding red-teaming efforts to 
include red-teaming across a wider variety of scenarios and risk areas.4 

3  On October 15, 2024, Anthropic released updates to their Responsible Scaling Policy (Anthropic 2024e). Our Profile 
guidance retrospective testing on Claude 3.5 Sonnet was concluded prior to the released updates and used version 1.0 of the 
document (Anthropic 2023a).
4  On August 29, 2024, NIST announced the signing of agreements that will enable formal collaboration with Anthropic on AI 
safety research (NIST 2024). This may improve the fulfillment scores of the next model version.
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Table 3.2: Claude 3.5 Sonnet Profile Guidance Testing Ratings and Rationales

High-Priority AI RMF Subcategories Claude 3.5 Sonnet

Govern

Govern 2.1: Risk assessment and risk management

Early-stage testing is performed on a variety of risks. The testing is conducted by internal and external evaluators 
such as METR and UK AISI. Testing that is uniquely suited to developers with access to the data and system is 
performed (Anthropic 2024c). Intended use cases along with prohibited uses are documented and publicly available 
(Anthropic 2024d). A public line of reporting is provided (Anthropic 2023d). Research teams are dedicated to 
specific topics, e.g., interoperability, societal impacts, and model evaluations, among others (Anthropic n.d.). 
Anthropic conducts control self-assessments at least annually, and conducts evaluations every three months, or 
following every 4x compute increase (Anthropic 2023a,e). 

Public information is provided on risk management teams and internal audit lines, but the information is limited. We 
are unsure of the full scope of model documentation that is provided to downstream developers, outside of what is 
publicly available.

High fulfillment 

Govern 4.2: Report on AI system risk factors

We do not have access to the impact assessment policies and processes used internally by Anthropic; however, 
the public information provided in the Usage Policy (Anthropic 2024d) and statements around intended uses and 
limitations more broadly indicate that some systematic impact assessments were conducted. Documentation on 
potential model risks, misuses, and AI Safety Level (ASL) thresholds are included in the Responsible Scaling Policy 
(RSP) and model card (Anthropic 2023a, 2024c). The ASLs (1-4+) are determined and evaluated with audits, 
evaluations, and impact assessments. External audit results were provided to the USAISI (Anthropic 2023a). A 
public line of reporting is provided (i.e., a responsible disclosure policy). Anthropic conducts frontier red-teaming 
(Anthropic 2023c) and regularly publishes papers on risks (Anthropic n.d.). 

It is unclear what methods are employed for reporting risks to impacted communities, or for evaluating downstream 
GAI impacts. 

High fulfillment 

Map

Map 1.1: Identify potential uses/misuses and other impacts

Potential use cases and misuse cases are identified, and consideration is given to factors in the model card and 
RSP (Anthropic 2024c, 2023a). Some information is given on training data practices (Anthropic 2024c). Some 
information is provided regarding security measures and assessments (Anthropic 2023d). More information could 
be provided on the data collection and data processing stages of development. 

Providing more documentation on the goals and limitations of the data collection and curation processes, the 
implications of those limitations for the resulting model, and the data auditing process, would be helpful for 
downstream developers. Risk impacts to the organization and ecosystem are not publicly available and it is unclear 
if internal documentation is provided. Some reporting is done for risk impacts to individuals, but this is an area that 
would benefit from some improvement. 

Medium fulfillment 
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Map 1.5: Set risk-tolerance thresholds for unacceptable risks

Risk thresholds based on model capability are set and continuously evaluated, and safety buffers between ASLs 
(6x compute) are implemented (Anthropic 2023a). Considerations are made for risks related to societal impacts, 
misinformation, bias, privacy, and alignment with human values, but thresholds are not publicly available, and 
it is unclear if they are determined and documented internally. Prohibited uses are documented and enforced 
(Anthropic 2024d). 

It can be beneficial to publicly share organizational risk tolerances, though this is not necessary. However, 
clarification is warranted on whether such risk tolerances have been determined and documented internally, and the 
details of these can be shared confidentially with independent auditors and evaluators.

Medium fulfillment 

Map 5.1: Estimate likelihood and magnitude of impacts

A variety of potential misuse cases are identified, but the likelihood and magnitude of each identified impact (both 
potentially beneficial and harmful) are not included in public documentation (Anthropic 2024c). Internal capability 
and likelihood forecasts are conducted but not shared publicly (Anthropic 2023a). Risks with higher magnitude 
seem to be prioritized, and little documentation is provided regarding risks related to misinformation, deception, 
and situational awareness. 

Anthropic conducts control self-assessments at least annually, and evaluations every three months or following 
every 4x compute increase (Anthropic 2023a,e).

In future documentation, we recommend the developer include likelihood and magnitude assessments of risks they 
have identified, or a scale that includes criteria for rating the model impacts.

Unclear 

Measure

Measure 1.1: Tracking important risks: Metrics and red teaming

Internal frontier risk evaluations were conducted but results were not made publicly available. Red-teaming exercises 
and independent auditing (including from METR and UK AISI) are present. Capability-specific benchmarks are used 
(Big-Bench Hard), among a variety of other benchmarks (Anthropic 2023c, 2024c). 

Anthropic utilizes consultations with safety experts on topics such as child safety (Anthropic 2024a). The usage 
policy and terms of service prohibit certain uses of Claude (e.g., misinformation, manipulation), and require 
notifying users of any model output limitations (e.g., hallucination). 
Included in the safety commitments is a policy to provide users with access to clear paths for reporting 
vulnerabilities and harmful model outputs (Anthropic 2023a).

The Responsible Disclosure Policy (Anthropic 2023d) is only applicable to technical vulnerabilities. Trustworthy 
metrics used for evaluation are not publicly available. Model limitations are also not clearly publicly available. 

While it is stated that evaluations in general are done frequently, it is not clear what metrics or strategies are used to 
evaluate important risks. 

Medium fulfillment 
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Measure 3.2: Tracking elusive risks: Qualitative mechanisms

Internal evaluations are performed regarding model capabilities following every 4x compute power increase, or 
every three months, with attention given to ASL warning signs (Anthropic 2023a). Models that have been hardened 
against new risks are updated, and ongoing research is conducted and published. Evaluations include human 
feedback evaluations, external audits, refusal rates, benchmarks, and subject-matter experts (Anthropic 2024c, 
n.d.). 

Public tracking and reporting of risks are limited or not present. Limiting access to a hosted API and a web interface 
allows for internal risk tracking and ongoing monitoring of newly identified capabilities and limitations. However, these 
are largely near-term and foreseeable risks. Additional risk-tracking approaches would be beneficial for identifying risks 
that are difficult to assess using currently available measurement techniques or where appropriate metrics are not yet 
available.

Medium fulfillment 

Manage

Manage 1.1: Go/no-go decisions

While intended uses and the broad performance goals of “helpfulness, harmlessness, and honesty” are outlined for 
Claude 3.5 Sonnet, analysis was not found on how it is determined that the model achieved its stated objectives 
(Anthropic 2024c). Claude 3.5 Sonnet was determined to have scored within the ASL-2 threshold, however, 
a recent statement made by Anthropic co-founder Ben Mann indicated that the model has a 30% likelihood of 
reaching ASL-3 with fine-tuning (Manifold Markets 2024). The analysis behind this statement is not included in the 
model documentation. 

It is not necessary to publicly share the details about these determinations (though such transparency would 
be applauded). However, clarification is warranted on whether such analysis was performed and documented 
internally, and whether the details of such analysis can be shared confidentially with independent auditors and 
evaluators.

Unclear

Manage 1.3: High-priority risk controls

Prohibited usages are outlined in the Usage Policy (Anthropic 2024d), along with intended use cases and high-risk 
use case requirements. Practices for identifying and tracking emergent risks, as well as identified risks, are in place, 
but are not publicly available (Anthropic 2023a). Training data gathering and management practices are addressed, 
but the information is not sufficient (Anthropic 2024c). Anthropic tests controls at least once a year and follows 
a vulnerability and system monitoring policy, but details and documentation are not publicly available (Anthropic 
2023e). Model evaluations are performed after every three months, or after every 4x increase in effective compute 
(Anthropic 2023a).

A more well-structured and specific outline of high-risk use cases with impact and probability analysis could be 
helpful.

High fulfillment

Manage 2.3: Unforeseen risk controls

Several considerations are made to manage unforeseen risks, with practices in place to address them, such as 
constitutional AI, the responsible scaling policy, and frontier red-teaming (Anthropic 2023a,b,c). 

General statements are made on the continuous monitoring of risks and the mitigation of new risks (Anthropic 
2024c), but procedures and documentation are not publicly available. 

We do not have access to Anthropic’s specific protocols and procedures, however, the hosted API and web-based 
access approach used for Claude 3.5 Sonnet facilitates measuring, monitoring, and decommissioning of models 
(Anthropic 2023a).
For future documentation, we recommend including information on risk tolerances and the processes for 
continuous monitoring and testing.

Unclear 
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Manage 2.4: System update and emergency shutdown controls

Deployment is done gradually, with phased releases and/or structured access, with efforts to detect and respond to 
misuse or problematic anomalies.

Anthropic is prepared to pause training, stop training, lock down access to weights, and halt deployment as a 
response to risks. Decommissioning is not stated as an option. Stricter evaluations and responses are implemented 
for models in the ASL-3+ categories. Additional controls include tiered access and internal usage controls 
(Anthropic 2023a). 

The details of the responsibilities and mechanisms for shutting down or halting model development, as well as an 
internal emergency response or power-off, are unclear. 

High fulfillment

3.3 Gemini 1.5

Google DeepMind’s latest major LLM/LMM release, Gemini 1.5, is a “next generation of highly 
compute-efficient multimodal models capable of recalling and reasoning over fine-grained 
information from millions of tokens of context, including multiple long documents and 
hours of video and audio.” The company describes the model’s scale as “unprecedented 
among contemporary large language models (LLMs),” and states that it “outperforms it [sic] 
predecessor on most capabilities and benchmarks” (Gemini Team Google 2024, p. 1).
 
Based on preliminary high-level testing of Gemini 1.5 using publicly available information, 
the most common rating for high-priority Profile subcategories was “Unclear” (5 out of 
11 subcategories); “Medium fulfillment” and “High fulfillment” followed (both 3 out of 11 
subcategories); and “Low fulfillment” was least common (0 out of 11 subcategories).
 
Google DeepMind provided documentation of risks and mitigations with the Gemini 1.5 release 
in the Gemini 1.5 Technical Report (Gemini Team Google 2024), among other documents. That 
report focused on the pre-trained model, training/development results, and training for safety 
and security. 
 
Limiting access to Gemini 1.5 to the Google AI Studio and other hosted Google services, not 
releasing model weights, and limiting access to a waitlisted API all contributed to fulfillment 
in areas relating to the ability to recover from previously unforeseen risks (Manage 2.3) and 
to update or decommission the system, if necessary (Manage 2.4). The developer documents 
team responsibilities and lines of communication clearly, which helped with the fulfillment of 
several areas (Govern 2.1, Govern 4.2, Measure 1.1, Manage 1.3). 
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Google DeepMind could improve fulfillment with Profile guidance by including more clarity in 
public documentation on red-teaming methodology and frequency. We recommend expanding 
the Google vulnerability rewards program to include vulnerabilities and risks specific to GPAI, 
including bias. Providing a public-facing incident reporting mechanism for Gemini 1.5 (or 
applications that make use of it) would also improve fulfillment in multiple areas. 
 
Publishing documentation on the version of the model available to end-users would help those 
users understand the risks and risk mitigations that were applied, as well as aid downstream 
developers in their risk mitigation efforts.
 
Gemini 1.5 testing focused on established benchmarks and performance metrics, however, 
context-specific evaluations and mitigation strategies were not included in public 
documentation. Areas that appear to warrant additional documentation include: the likelihood 
and impact of identified and reasonably foreseeable risks; risk thresholds for model training, 
deployment, and decommissioning; stakeholder involvement and feedback; and procedures to 
respond to and recover from previously unknown risks. 

Table 3.3: Gemini 1.5 Profile Guidance Testing Ratings and Rationales

High-Priority AI RMF Subcategories

Govern

Govern 2.1: Risk assessment and risk management

Testing and documentation were conducted by the developer, who had direct access to training data or the AI 
system, including identifying potential uses, misuses, and abuses of the system. Team responsibilities and lines of 
communication were assigned and documented. Model evaluation results, mitigations, and limitations are shared 
internally via internal model cards and externally via public system reports (Gemini Team Google 2024). Intended 
uses and prohibited uses are documented and made publicly available (Google 2023a,b, 2024b).

It is unclear if internal documentation includes near-miss incidents, more detailed reporting of vulnerabilities and 
catastrophic risks, and protections for whistleblowers. 

High fulfillment

Govern 4.2: Report on AI system risk factors

Documentation of potential harms and model limitations (e.g., representation harms, susceptibility to prompt 
injection attacks) are shared publicly. Many evaluation methods are cited in public documentation, with limitations 
of each method discussed. Model risks are publicly documented and discussed, but with limited detail and no 
thresholds. Internal impact assessments are conducted by the Responsible Development and Innovations team, and 
reviewed by the Responsibility and Safety Council. Some evaluation results are shared in comparison to previous 
model results, but thresholds are not shared publicly. A wide variety of risks and potential impacts are discussed in 
public documentation, but with limited detail (Gemini Team Google 2024).

High fulfillment
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Map

Map 1.1: Identify potential uses/misuses and other impacts

A wide variety of reasonably foreseeable misuses and risks are documented and evaluated. Impact assessments 
on societal benefits and harms are conducted, but results and methods are not publicly shared. Beneficial uses 
are outlined in public documentation. Results of safety and capability evaluations are shared publicly in a limited 
context. The utilization of internal model cards seems to imply a greater level of evaluation and assessment result 
details being shared internally. Some evaluation methods are shared and cited, including method limitations. 
Training data filtering and monitoring practices are in place to manage risks related to training data (Gemini Team 
Google 2024). Expectations and prohibited uses are documented and shared publicly through the Generative AI 
Prohibited Use Policy, Generative AI Terms of Service, and Google Terms of Service (Google 2023a,b, 2024a). 
 
It is unclear if data audits are conducted, and details on data gathering and preparation practices are not shared 
publicly.

High fulfillment

Map 1.5: Set risk-tolerance thresholds for unacceptable risks

While the developer includes a discussion of many risks, no discussion of organizational tolerances around these 
risks was found. Some discussion around safety thresholds for product-level mitigation is mentioned briefly 
(Gemini Team Google 2024).
 
It is beneficial but not necessary to publicly share organizational risk tolerances. However, clarification is warranted 
on whether such risk tolerances have been determined and documented internally, and whether the details of 
these can be shared confidentially with independent auditors and evaluators.

Unclear

Map 5.1: Estimate likelihood and magnitude of impacts

While the developer documents many potential impacts, the likelihood and magnitude of these impacts are not 
explicitly estimated. Likelihood and magnitude assessments are assessed internally, but the results and methods 
are not shared publicly. The developer offers a comparison with previous versions of the model to demonstrate 
safety improvement, but does not provide any safety thresholds. A structured approach to identify, measure, and 
mitigate foreseeable downstream societal impacts is followed, but details are not publicly available. Quantitative 
and qualitative risk assessment methods are implemented (Gemini Team Google 2024). 
  
In future documentation, we recommend the developer include likelihood and magnitude assessments of risks 
identified, or a scale that includes criteria for rating the model impacts.

Unclear

Measure

Measure 1.1: Tracking important risks: Metrics and red teaming

Model performance is examined and documented across many areas, such as natural language proficiency, 
classification, question answering, reasoning, coding, translation, and memorization. Bias and toxicity present in 
the pre-training data were also analyzed. Dangerous capability evaluations are conducted, and results are shared in 
a limited capacity. The developer utilized red teaming, external evaluations, and assurance evaluations, which were 
then reviewed by the Responsibility and Safety Council (Gemini Team Google 2024). 
 
Details on red-teaming practices are not publicly available, and it is unclear during which stages of the model 
training and development red-teaming evaluations were conducted. 
  
Google does offer a vulnerability rewards (i.e., bug bounty) program, but it is limited to a finite list of 
vulnerabilities that do not include GPAI risks (Google n.d.a).

Medium fulfillment
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Measure 3.2: Tracking elusive risks: Qualitative mechanisms

Potential impact assessments to identify, assess, and document key downstream societal harms are conducted by 
the Responsible Development and Innovation team and reviewed by the Responsibility and Safety Council (Gemini 
Team Google 2024).
 
Google does offer a vulnerability rewards (i.e., bug bounty) program, but it is limited to a finite list of 
vulnerabilities that do not include GPAI risks (Google n.d.a). Clarification from the developer is warranted on 
several other topics in the guidance for this subcategory.
 
It is unclear how often assessments are conducted or whether practices for stakeholder engagement are in place.
 
In future documentation, we recommend the developer include assessment frequency and stakeholder 
engagement practices.

Unclear

Manage

Manage 1.1: Go/no-go decisions

The developer reported that the model displayed large improvements in safety and policy violations compared 
to Gemini 1.0. Helpfulness of the model was also evaluated and determined to have improved in comparison to 
Gemini 1.0. Score thresholds were not included in the documentation (Gemini Team Google 2024).
  
Limited information was provided regarding scores, analysis, and model evaluation result thresholds. It is not neces-
sary to publicly share the details about these determinations. However, clarification is warranted on whether such 
analysis was performed and documented internally, and whether the details of such analysis can be shared confiden-
tially with independent auditors and evaluators.

Unclear

Manage 1.3: High-priority risk controls

The Responsible Development and Innovation team documents evaluation results to be reviewed by the 
Responsibility and Safety Council. Red teaming is utilized but it is unclear at which phases of testing and 
development (Gemini Team Google 2024). 
 
Expectations and prohibited uses are documented and shared publicly through the generative AI Prohibited Use 
Policy and Google Terms of Service (Google 2023a,b, 2024a). 
 
Disclosures in the Gemini Apps Privacy Notice state that people should not rely on Gemini’s responses as medical, 
legal, financial, or other professional advice (Google 2024b). 
 
Gemini 1.5 is available only via the Gemini API and other hosted Google services, therefore model weights are not 
released. Access to the API is also limited by a waitlist on the Google AI Studio. While the specific prioritization and 
accompanying response to risks is unclear, these precautions greatly facilitate the ability to respond to a variety of 
risks and possible harmful misuses or abuses of the model.

Medium fulfillment

Manage 2.3: Unforeseen risk controls

The ability to respond to and recover from previously unknown risks is greatly facilitated by the fact that model 
weights are not released. Google is continuously conducting research into emerging risks of advanced models and 
publishing the results (Google n.d.b).
 
It is unclear if internal procedures for response and recovery to previously unknown risks are implemented. Clarifi-
cation from the developer is warranted on whether such procedures are in place. 
 
It is not necessary to publicly share the details about these procedures. However, confirmation about their 
existence is warranted to establish the degree of fulfillment for this subcategory’s guidance, and whether the details 
of such procedures can be shared confidentially with independent auditors and evaluators.

Medium fulfillment
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Manage 2.4: System update and emergency shutdown controls

The ability to establish mechanisms and responsibilities for updating or shutting down Gemini 1.5 if needed is 
greatly facilitated by the fact that model weights are not released, and access via the Google AI Studio is limited by 
a waitlist, resulting in a gradual release. 
 
It is unclear if Google is prepared to pause model training, pause deployment, or decommission the model if 
emergent critical risks arise. It is also unclear if certain thresholds have been established to determine the levels 
of risk appropriate for training or deployment. Clarification from the developer is warranted on whether such 
mechanisms and responsibilities are in place.

Unclear

3.4 Llama 3.1

Meta AI’s latest major LLM release features Llama 3.1 405B, which they describe as “the 
first openly available model that rivals the top AI models when it comes to state-of-the-art 
capabilities in general knowledge, steerability, math, tool use, and multilingual translation” 
(Meta AI 2024d).

Based on preliminary high-level testing for Meta’s Llama 3.1 using publicly available information, 
the most common rating for high-priority Profile subcategories was “Medium fulfillment” 
(4 out of 11 subcategories); “High fulfillment” followed (3 out of 11 subcategories); and “Low 
fulfillment” and “Unclear” were least common (2 out of 11 subcategories each).

In addition to releasing the fine-tuned Llama 3.1 model, Meta released a new version of Llama 
Guard designed to improve system-level safety, and released the pre-trained Llama 3.1 model 
without fine-tuning. Meta provided documentation on risks and mitigations in The Llama 3 
Herd of Models (Dubey et al. 2024) and the Llama 3.1 Acceptable Use Policy (Meta AI 2024b), 
among other documents. Meta also provided an updated version of their Responsible Use 
Guide for Llama 3.1 (Meta AI 2024a) and a reporting channel for violations of the Llama 3.1 
Acceptable Use Policy (Meta AI 2024b). 

Meta employed a fully open-access release strategy (Solaiman 2023) with Llama 3.1, which 
included releasing the model weights for all Llama 3.1 models. This approach has some 
benefits, such as reducing the environmental impact by decreasing the need for individuals 
or organizations who want to use LLMs to train their own. It also increases transparency, and 
gives a broader community of stakeholders the ability to test model outputs. The company’s 
rationale is further discussed from the CEO’s perspective in Zuckerberg (2024). However, 
employing an open-access approach also means that the developers will be unable to control 
important safety and security aspects of AI systems built using their model’s downloaded 
weights. We found it difficult to reconcile fully open access to model weights with Profile 



R E T R O S P E C T I V E  T E S T  U S E  O F  T H E  A I  R I S K - M A N A G E M E N T  S T A N D A R D S  P R O F I L E  

F O R  G E N E R A L - P U R P O S E  A I  ( G P A I )  A N D  F O U N D A T I O N  M O D E L S  V 1 . 1  D R A F T  G U I D A N C E

21

guidance for certain high-priority AI RMF subcategories; this was especially an issue with 
Manage 2.3: Unforeseen risk controls and Manage 2.4: System update and emergency shutdown 
controls.

Meta could improve Profile guidance fulfillment for future model releases, especially in Manage 
2.3 and 2.4, by initially restricting usage to a hosted API, or by adopting another approach that 
enables updating or decommissioning of all instances of the models while monitoring for new 
risks or harms.

Table 3.4: Llama 3.1 Profile Guidance Testing Ratings and Rationales

High-Priority AI RMF Subcategories

Govern

Govern 2.1: Risk assessment and risk management

Meta AI performed risk assessment for Llama 3.1, providing an exploration of many risks in the “Safety” section 
of their paper (Dubey et al. 2024, pp. 40–51). They also succeeded in making necessary information available to 
downstream developers through The Llama 3 Herd of Models paper and the Llama Responsible Use Guide (Dubey 
et al. 2024, Meta AI 2024a).

Some precautions to prevent or mitigate identified potential misuses or abuses are implemented, though not 
exhaustively. (See Manage 2.3 and 2.4 for further details.)

Clarification from the developer is also warranted on whether the appropriate roles, responsibilities, and lines of 
communication are present and internally documented. Sensitive organizational details related to this issueneed not 
be shared publicly, but they can be shared confidentially with independent auditors and evaluators to help assess 
this subcategory more completely.

Medium fulfillment

Govern 4.2: Report on AI system risk factors

Meta AI performed risk assessment for Llama 3.1, providing an exploration of many risks in the “Safety” section of 
their paper. Details of development, testing methodology, metrics, and performance outcomes are documented, 
including a discussion of several categories of risks they considered. The developer concluded that their models did 
not provide significant uplift in most risk areas (Dubey et al. 2024, pp. 40–51).

Fulfillment in this subcategory could be improved by the developer clarifying how impact assessments informed 
their broader evaluations and actions related to AI system risk. For example, technical measures were employed for 
the fine-tuned Meta-Llama-3.1-*-Instruct models, Llama Guard models, and Prompt Guard models, to help mitigate 
many of the outlined risks when those finetuned and/or guard models are used. For the pre-trained Llama 3.1 
models, fewer mitigations were discussed, but those pre-trained models were also released. 
While many known risks of frontier models are discussed, several others are not, e.g. risks related to nuclear 
weapons, or they are not discussed for all versions of the model that are released, particularly pretrained Llama 
3.1 without fine-tuning and without Llama Guard 3. Sensitive organizational details on these issues need not be 
shared publicly, but they can be shared confidentially with independent auditors and evaluators to help assess this 
subcategory more completely.

Medium fulfillment
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Map

Map 1.1: Identify potential uses/misuses and other impacts

Potential use cases were explored, but not exhaustively. Similarly, some risk and impact assessments were provided 
as part of safety analysis, but not exhaustively. For example, while assessment of cyber and chemical/biological 
weapons risks was presented, similar assessment of nuclear weapons risks and some articles from the Universal 
Declaration of Human Rights were not found for all versions of the model that were released, particularly for pre-
trained Llama 3.1 without fine-tuning and without Llama Guard 3 (Dubey et al. 2024, pp. 40–51).

The developer did provide many details on the data collection and curation processes (Dubey et al. 2024, pp. 4–6, 
14, 17–26, 42–44).

Medium fulfillment

Map 1.5: Set risk-tolerance thresholds for unacceptable risks

While Meta provides a detailed discussion of risks for Llama 3.1, no discussions of organizational tolerances or 
unacceptable-risk thresholds for GPAIS development/deployment were found (Dubey et al. 2024, pp. 40–51, Meta 
AI 2024a).

It is beneficial, but not necessary, to publicly share organizational risk tolerances. However, clarification is warranted 
on whether such risk tolerances have been determined and documented internally, and the details of these can be 
shared confidentially with independent auditors and evaluators.

Unclear

Map 5.1: Estimate likelihood and magnitude of impacts

While Meta documents many potential impacts of Llama 3.1, the likelihood and magnitude of these impacts are not 
explicitly estimated (Dubey et al. 2024, pp. 40–51, Meta AI 2024a). 

In future documentation, we encourage the developer to either include likelihood and magnitude assessments of 
risks they have identified, or to clarify whether they have done such analysis privately and internally, and disclose 
details in public documentation as appropriate.

Unclear

Measure

Measure 1.1: Tracking important risks: Metrics and red teaming

Meta evaluated Llama 3.1 using benchmarks, adversarial testing, and red teaming across numerous domains, 
including cybersecurity and chemical/biological weapons safety, and child safety risks (Dubey et al. 2024, pp. 
40–51).

The developer could reach higher fulfillment in this subcategory by increasing independence and reducing potential 
conflicts of interest across various evaluation methods, e.g.., by using high-quality third-party benchmarks where 
possible (rather than benchmarks developed by Meta); by employing external independent red teams, rather than 
Meta employees for red teaming; and by using third-party models for automated evaluations, rather than using 
instances of Llama 3 and 3.1 to evaluate Llama 3.1.

Clarification from the developer is also warranted on whether they evaluated other commonly considered risks 
for frontier models, e.g., uplift in nuclear weapons risk, and potential for socioeconomic risk and labor market 
disruption, for all versions of Llama 3.1 that were released, including the pretrained version without fine-tuning and 
without Llama Guard 3. Sensitive organizational details on these areas need not be shared publicly, but they can be 
shared confidentially with independent auditors and evaluators to help assess this subcategory more completely.

Medium fulfillment
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Measure 3.2: Tracking elusive risks: Qualitative mechanisms

Meta provides four channels for reporting various types of issues, including a channel for issues with the Llama 
3.1 model, a channel for reporting risky content generation, a bug bounty program, and a channel for reporting 
violations to their Acceptable Use Policy or unlicensed usage (Meta AI 2024b). The developer also reports having an 
ongoing process for new risk identification and mitigation (Dubey et al. 2024, p. 51).

Red teaming was employed, although some questions remain about specific red-teaming practices (see Measure 
1.1 in section 3 of Barrett et al. 2025). Additional public documentation on the risks Meta is tracking, as well as 
the assessment and tracking processes they are using, could aid in fulfilling this subcategory more completely, 
particularly since no discussion was found on certain risks of frontier models (see Map 1.1 and Measure 1.1 in 
section 3 of Barrett et al. 2025).

High fulfillment

Manage

Manage 1.1: Go/no-go decisions

While specific reasoning on what would constitute a go/no-go decision is not found in Meta’s documentation, 
the developer reports on factors that suggest why Llama 3.1 was determined a to be a “go” from Meta, e.g., low 
expected uplift across various risk categories for Llama 3.1, as well as a general worldview that supports releasing 
highly capable open-source models (Dubey et al. 2024, pp. 40–51, Zuckerberg 2024).

High fulfillment

Manage 1.3: High-priority risk controls

The developer provides high-level discussion about risk prioritization, e.g., unintentional harms from AI are 
considered a higher priority than intentional harms and misuse (Zuckerberg 2024). Meta provides fine-tuned Llama 
3.1 models as well as Llama Guard 3 to mitigate risks for downstream developers who choose to use these models. 
The company also released the pre-trained Llama 3.1 models without fine-tuning, which do not have the same level 
of safeguards. However, according to the developer’s evaluations, pre-trained Llama 3.1 introduces no significant 
uplift in most risk areas (Dubey et al. 2024, pp. 40–51).

Meta does require users who download Llama 3.1 models through official channels to agree to their Acceptable 
Use Policy, which also enumerates many possible misuse cases of the models. This could be seen as an attempt to 
mitigate the risks, along with the reporting channel they provide for violations of the Acceptable Use Policy (Meta AI 
2024b).

High fulfillment

Manage 2.3: Unforeseen risk controls

Meta provides multiple reporting channels to help them be alerted of previously unknown risks. downstream 
developers who download Llama 3.1 models through official channels are required to agree to the Llama 3.1 
Acceptable Use Policy (Meta AI 2024b).

However, Meta opted for an open-source release of Llama 3.1, including downloadable model weights (Zuckerberg 
2024). This approach makes it very challenging to thoroughly respond to or recover from serious new risks that 
could require updating or decommissioning all instances of a model. 

With future models, Meta could reach higher fulfillment in this subcategory by initially restricting usage to a hosted 
API and employing a gradual release strategy (as outlined in Manage 2.3), or another approach that enables them to 
effectively update or decommission all instances of their models while monitoring for new risks or harms. 

Low fulfillment
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Manage 2.4: System update and emergency shutdown controls

The developer adopted an open-source release approach, releasing Llama 3.1 to the general public under a fairly 
permissive license, and making model weights available for download (Meta AI 2024c). While the open-source and 
open-weights approach provides many benefits, it does not allow for important security updates to be effectively 
propagated to all instances of deployed Llama 3.1 models, or allow all model instances to be decommissioned if and 
when such measures become necessary.

On the other hand, Meta did provide a fine-tuned Llama 3.1 and the Llama Guard 3 model as part of the model 
release, and the developer requires agreement with the Llama 3.1 Acceptable Use Policy in order to download 
the models from their repository. However, it seems difficult to ensure that Llama Guard or other appropriate 
safeguards will always be used, or that the terms and guidelines will always be followed with distributed model 
weights, compared to a hosted approach based on structured API access or a similar mechanism (Meta AI 2024b).

With future models, Meta could reach higher fulfillment in this subcategory by adopting a staged-release approach, 
initially restricting usage to a hosted API, or by using another approach that enables them to effectively update 
or decommission all instances of their models while monitoring and correcting for new risks or harms as they 
materialize.

Low fulfillment
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