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ABSTRACT
Increasingly multi-purpose AI systems, such as cutting-edge large language models or other “general-purpose AI” 
systems (GPAI or GPAIS), “foundation models,” generative AI, and “frontier models” (typically all referred to hereafter 
with the umbrella term GPAIS except where greater specificity is needed), can provide many beneficial capabilities 
but also risks of adverse events with profound consequences. This document provides risk-management practices 
or controls for identifying, analyzing, and mitigating risks of GPAIS. We intend this document primarily for developers 
of large-scale, state-of-the-art GPAIS; others that can benefit from this guidance include downstream developers of 
end-use applications that build on a GPAIS platform. This document facilitates conformity with or use of leading AI risk 
management-related standards, adapting and building on the generic voluntary guidance in the NIST AI Risk Manage-
ment Framework and ISO/IEC 23894, with a focus on the unique issues faced by developers of GPAIS.
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Executive Summary
Increasingly multi-purpose AI systems, such as state-of-the-art large language models or other 
“general purpose AI” systems (GPAI or GPAIS), “foundation models,” generative AI, and 
“frontier models” (typically all referred to hereafter with the umbrella term GPAIS), can 
provide many beneficial capabilities, but also risks of adverse events such as large-scale manip-
ulation of people through GPAIS-generated misinformation or disinformation or other events 
with harmful impacts at societal scale. 

This document provides an AI risk-management standards Profile, or a targeted set of 
risk-management practices or controls specifically for identifying, analyzing, and mitigating risks 
of GPAIS. This Profile document is designed to complement the broadly applicable guidance in 
the NIST AI Risk Management Framework (AI RMF) or a related AI risk-management standard 
such as ISO/IEC 23894. 

We intend this Profile document primarily for use by developers of large-scale, state-of-the-
art GPAIS. For GPAIS developers, this Profile document facilitates conformity with or use of 
leading AI risk management-related standards, and aims to facilitate compliance with relevant 
regulations such as the forthcoming EU AI Act, especially for aspects related to GPAIS. (How-
ever, this Profile does not provide all guidance that may be needed for GPAIS applications in 
particular industry sectors or applications.) Others who can benefit from the use of this guid-
ance include: downstream developers of end-use applications that build on a GPAIS platform; 
evaluators of GPAIS; and the regulatory community. This document can provide GPAIS deploy-
ers, evaluators, and regulators with information useful for evaluating the extent to which devel-
opers of such AI systems have followed relevant best practices. Widespread norms for using 
best practices such as in this Profile can help ensure developers of GPAIS can be competitive 
without compromising on practices for AI safety, security, accountability, and related issues. 
Ultimately, this Profile aims to help key actors in the value chains of increasingly general-pur-
pose AI systems to achieve outcomes of maximizing benefits, and minimizing negative impacts, 
to individuals, communities, organizations, society, and the planet. That includes protection 
of human rights, minimization of negative environmental impacts, and prevention of adverse 
events with systemic or catastrophic consequences at societal scale.

The NIST AI RMF “core functions,” or broad categories of activities, apply as appropriate across 
AI system lifecycles, and we provide corresponding guidance in related sections of this Profile 
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document: “Govern” (Section 3.1) for AI risk management process policies, roles, and responsi-
bilities; “Map” (Section 3.2) for identifying AI risks in context; “Measure” (Section 3.3) for rating 
AI trustworthiness characteristics; and “Manage” (Section 3.4) for decisions on prioritizing, 
avoiding, mitigating, or accepting AI risks.

Users of this Profile should place high priority on the following risk management steps and 
corresponding Profile guidance sections. (Appropriately applying the Profile guidance for the 
following steps should be regarded as the baseline or minimum expectations for users of this 
Profile; users of this Profile can exceed the minimum expectations by also applying guidance in 
other sections.) 

• Check or update, and incorporate, each of the following when making go/no-go deci-
sions, especially on whether to proceed on major stages or investments for development 
or deployment of cutting-edge large-scale GPAIS (Manage 1.1).

• Take responsibility for risk assessment and risk management tasks for which your 
organization has access to information, capability, or opportunity to develop capa-
bility sufficient for constructive action, or that is substantially greater than others in 
the value chain (Govern 2.1).

 »  We also recommend applying this principle throughout other risk assessment and risk 
management steps, and we refer to it frequently in other guidance sections. 

• Set risk-tolerance thresholds to prevent unacceptable risks (Map 1.5).
 »  For example, the NIST AI RMF 1.0 recommends the following: “In cases where an AI 

system presents unacceptable negative risk levels – such as where significant negative 
impacts are imminent, severe harms are actually occurring, or catastrophic risks are 
present – development and deployment should cease in a safe manner until risks can 
be sufficiently managed” (NIST 2023a, p.8).

• Identify reasonably foreseeable uses, and misuses or abuses for a GPAIS (e.g, auto-
mated generation of toxic or illegal content or disinformation, or aiding with proliferation 
of cyber, chemical, biological, or radiological weapons), and identify reasonably foreseeable 
potential impacts (e.g., to fundamental rights) (Map 1.1).

• Identify whether a GPAIS could lead to significant, severe, or catastrophic impacts, 
e.g., because of correlated failures or errors across high-stakes deployment domains, dan-
gerous emergent behaviors or vulnerabilities, or harmful misuses and abuses (Map 5.1).
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• Use red teams and adversarial testing as part of extensive interaction with GPAIS to 
identify dangerous capabilities, vulnerabilities, or other emergent properties of such 
systems (Measure 1.1). 

• Track important identified risks (e.g., vulnerabilities from data poisoning and other 
attacks or objectives mis-specification) even if they cannot yet be measured (Measure 1.1 
and Measure 3.2).

• Implement risk-reduction controls as appropriate throughout a GPAIS lifecycle, e.g., 
independent auditing, incremental scale-up, red-teaming, structured access or staged 
release, and other steps (Manage 1.3, Manage 2.3, and Manage 2.4).

• Incorporate identified AI system risk factors, and circumstances that could result in 
impacts or harms, into reporting and engagement with internal and external stake-
holders (e.g., to downstream developers, regulators, users, impacted communities, etc.) on 
the AI system as appropriate, e.g., using model cards, system cards, and other transparency 
mechanisms (Govern 4.2).

We also recommend: Document the process used in considering risk mitigation controls, 
the options considered, and reasons for choices. (Documentation on many items should be 
shared in publicly available material such as system cards. Some details on particular items such 
as security vulnerabilities can be responsibly omitted from public materials to reduce misuse 
potential, especially if available to auditors, Information Sharing and Analysis Organizations, or 
other parties as appropriate.)

GPAIS-related risk topics and corresponding guidance sections in this Profile document include 
the following. (Some of these topics overlap with others, in part because the guidance often 
involves iterative assessments for additional depth on issues identified at earlier stages.)

• Reasonably foreseeable impacts (Section 3.2, Map 1.1), including:
 » To individuals, including impacts to health, safety, well-being, or fundamental rights;
 »  To groups, including populations vulnerable to disproportionate adverse impacts or 

harms; and
 » To society, including environmental impacts.

• Significant, severe, or catastrophic harm factors (Section 3.2, Map 5.1), including: 
 » Correlated bias and discrimination;
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 » Impacts to societal trust or democratic processes;
 » Correlated robustness failures;
 » Capability to manipulate or deceive humans in harmful ways; and
 » Loss of understanding and control of an AI system in a real-world context. 

• AI trustworthiness characteristics (Section 3.4, Measure 2), including:
 » Safety, reliability, and robustness (Measure 2.5, Measure 2.6);
 » Security and resiliency (Measure 2.7);
 » Accountability and transparency (Measure 2.8);
 » Explainability and interpretability (Measure 2.9);
 » Privacy (Measure 2.10); and
 » Fairness and bias (Measure 2.11)

Additional topics to address in future versions of the Profile are listed in Appendix 3.
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1. Introduction and Objectives

1.1 KEY TERMS

Increasingly multi-purpose AI systems, such as state-of-the-art large language models (LLMs) or 
other “general-purpose AI” systems (GPAI or GPAIS), “foundation models,” and generative AI, 
can provide many beneficial capabilities but also risks of adverse events with consequences at 
societal scale. 

We use these key terms as follows. (For additional terms and acronyms, see the Glossary.)

• General-purpose AI system (GPAI or GPAIS): “An AI system that can accomplish or be 
adapted to accomplish a range of distinct tasks, including some for which it was not inten-
tionally and specifically trained” (Gutierrez et al. 2022, p. 22). 

 »  We treat GPAIS as an umbrella term that also includes foundation models, fron-
tier models, and generative AI, except where we need to be more specific.

 »  Examples of GPAIS include unimodal generative AI systems (e.g., GPT-3) and multimodal 
generative systems (e.g., DALL-E), as well as reinforcement-learning systems such 
as MuZero and AI systems with emergent capabilities, but exclude fixed-purpose AI 
systems trained specifically for tasks such as image classification or voice recognition 
(Gutierrez et al. 2022).

• Foundation model: “Any model that is trained on broad data (generally using self-supervi-
sion at scale) that can be adapted (e.g., fine-tuned) to a wide range of downstream tasks” 
(Bommasani et al. 2021, p. 3). 

 »  We treat foundation models as a large-scale, high-capability subset of pretrained 
GPAIS, trained on relatively large data sets, resulting in relatively large-size pretrained 
models with relatively broad or high levels of capabilities, often released in ways that 
result in large numbers of users.

 »  Examples of foundation models include GPT-4, Claude 2, PaLM 2, LLaMA 2, and others. 

• Frontier model: A cutting-edge, state-of-the-art, or highly capable GPAIS or foundation model. 
(See, e.g., Ganguli, Hernandez et al. 2022, Anderljung, Barnhart et al. 2023, Microsoft 2023a.)

 »  We treat frontier models as the largest-scale, highest-capability subset of GPAIS 
or foundation models, typically with model size, training compute or data, or resulting 
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capabilities, above or near to industry-record thresholds. (See also “foundation model 
frontier” in the Glossary.) 

 »  Examples of frontier models: As of July 2023, models at or near the industry frontier 
include GPT-4, Claude 2, and PaLM 2.1 

• Generative AI: “Any AI system whose primary function is to generate content” (Toner 2023). 
 »  We typically only use the term “generative AI” to highlight issues specific to syn-

thetic text (which can include software code), images, video, audio, or other 
synthetic media. (In some other documents, “generative AI” is used in approximately 
the same way that we use the terms GPAIS or foundation model.) 

 »  Examples of generative AI: “Typical examples of generative AI systems include image 
generators (such as Midjourney or Stable Diffusion), large language models (such as 
GPT-4, PaLM 2, or Claude 2), code generation tools (such as Copilot), or audio genera-
tion tools (such as VALL-E or resemble.ai)” (Toner 2023).

We intend our usage of the terms “general-purpose AI” or GPAIS, “foundation model,” and 
“generative AI” to be broadly compatible with usage of the equivalent terms where applicable 
in the OECD classification framework (OECD 2022a, p. 64), draft EU AI Act, and October 30th, 
2023 Biden Executive Order (White House 2023c), and the Hiroshima Process International 
Code of Conduct for Advanced AI Systems (G7 2023), though our focus in this document is 
primarily on the most broadly capable AI systems meeting the definitions for GPAIS and foun-
dation models.2

1.2 BACKGROUND AND PURPOSE OF THE PROFILE

GPAIS and foundation models such as GPT-4, DALL-E 3, PaLM 2, Claude 2, and Llama 2 can 
serve as multi-purpose AI platforms underpinning many end-use applications. These increasing-
ly powerful GPAIS are the focus of cutting-edge research. They also have several qualitatively 
distinct properties compared to the more common, narrower machine learning models, such 

1  Several AI companies have committed to measures such as red teaming and public reporting of societal risks when developing 
and releasing models more powerful than GPT-4 or other models at the July 2023 industry frontier (White House 2023a). 
2  The European Parliament amendments to the AI Act propose a definition for GPAIS as “an AI system that can be used in 
and adapted to a wide range of applications for which it was not intentionally and specifically designed” (EP 2023 Amendment 169 
Article 3 paragraph 1 point 1d), a definition for the more capable and larger-scale subset of GPAIS identified as foundation models 
as “an AI system model that is trained on broad data at scale, is designed for generality of output, and can be adapted to a wide 
range of distinctive tasks” (EP 2023 Amendment 169 Article 3 paragraph 1 point 1c), and an implied definition of generative AI as a 
foundation model or other AI system “specifically intended to generate, with varying levels of autonomy, content such as complex 
text, images, audio, or video” (EP 2023 Amendment 399 Article 28b). 
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as potential to be applied to many sectors at once, potential large-scale societal, environmental, 
security, and economic impacts, and emergent properties that can provide unexpected benefi-
cial capabilities but also unexpected risks of adverse events3 (Bommasani et al. 2021, Weidinger 
et al. 2021, Wei et al. 2022). These properties complicate the ways in which general-purpose AI 
systems can be governed, though many AI experts encourage their inclusion in regulatory and 
risk management frameworks (see, e.g., Gebru et al. 2023). It can be appropriate to carry out 
more in-depth risk assessment with longer time horizons, at more points in the AI system life 
cycle, and to implement other, more extensive risk-mitigation controls, for GPAIS than for AI 
with more limited capabilities. 

This document is designed to complement the broadly applicable guidance in the NIST AI Risk 
Management Framework, or AI RMF (NIST n.d.a), or a related AI risk management standard 
such as ISO/IEC 23894. This document provides an AI risk-management standards target Pro-
file, with a set of risk-management practices or controls and target outcomes specifically for 
identifying, analyzing , and mitigating risks of GPAIS and foundation models. This cross-sectoral 
Profile addresses important underlying risks and early-development risks of such technologies 
in a way that does not rely on great certainty about each specific end-use application of the 
technology. We have developed this as a community Profile in a multi-stakeholder process with 
input and feedback on drafts from a range of stakeholders, including organizations developing 
large-scale GPAIS and foundation models, and other organizations across industry, civil society, 
academia, and government.

AI risk categories we aim to address with the guidance in this document include:

• Risks stemming from the large scale and reach of GPAIS, resulting from their frequent place 
in the AI value chain as foundation models that many other systems build on and rely upon.

• Risks of misuse and abuse of GPAIS, resulting from their lowering barriers for malicious 
activities such as generating disinformation.

• Risks of unexpected impacts of GPAIS, resulting from the emergent behaviors, vulnerabil-
ities, and capabilities that are often found (and continue to be found) in state-of-the-art 
large-scale GPAIS.

3  In some cases, emergent properties of large-scale models could have been observed as partially-emergent properties of 
smaller-scale models if different metrics had been used (Schaeffer et al. 2023). We believe this is an argument for working to 
identify capabilities and other key properties of large-scale models at an early or partially-emergent stage in smaller-scale models, 
when responses to identified emergent properties may be more feasible and effective. For more on this, see our guidance on 
incremental scale-up and testing models after each incremental scale-up, in this document under AI RMF Subcategory Manage 1.3.
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Guidance in this Profile for GPAIS is based in part on examples of assessments and/or risk 
management controls already implemented by market leaders such as DeepMind, OpenAI, and 
Hugging Face. For example, OpenAI’s 2019 announcement of GPT-2 included enumeration of 
several categories of potential misuse cases (OpenAI 2019a), which apparently informed OpenAI’s 
decisions on disallowed/unacceptable use-case categories of applications based on GPT-3 
(OpenAI 2020). DeepMind’s 2021 announcement of their large language model Gopher and 
2022 announcement of their multi-modal and multi-task “generalist agent” Gato also included 
consideration of potential misuse, safety risks, and mitigation (Rae et al. 2021; Weidinger et al. 
2021; Reed et al. 2022). Hugging Face and BigScience’s release of the BLOOM LLM included a 
Responsible AI License (RAIL) with usage restrictions disallowing various types of misuse (RAIL 
n.d., Contractor et al. 2022). The Partnership on AI has developed guidance on synthetic media, 
including on transparency and disclosure of generative AI outputs (PAI 2023a), and is also working 
to develop protocols for responsible deployment of foundation models (PAI 2023b, c). The newly 
created Frontier Model Forum has also announced plans to research and share best practices for 
development of highly capable foundation models or frontier models, including safety-related 
evaluations (Heath 2023). In addition, NIST has created a Generative AI Public Working Group, 
and plans to create a NIST AI RMF profile specifically on generative AI (NIST 2023d).4

Some of the material in this Profile is adapted directly from our related work in Section 4, or 
other sections, of Barrett et al. (2022). Some other material in Section 3 of this Profile consists 
of extended excerpts from the NIST AI RMF Playbook (NIST 2023b), highlighting the portions of 
the broadly applicable Playbook guidance that seem particularly valuable for GPAIS developers, 
in light of typical current GPAIS architectures and development practices.

1.3 INTENDED AUDIENCE AND USERS OF THE PROFILE

We intend this document primarily for use by developers of large-scale, state-of-the-art 
general-purpose AI systems or GPAIS, foundation models, and generative AI systems; 
others who can benefit from use of this guidance include downstream developers of end-
use applications that build on a GPAIS platform.

We believe that most AI systems could be readily identified as one of the following: 

4  Our Berkeley GPAIS and foundation model Profile effort is separate from, but aims to complement and inform the work of, 
other guidance development efforts such as the PAI Guidance for Safe Foundation Model Deployment and the NIST Generative AI 
Public Working Group.
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• One of a few large-scale GPAIS platforms or foundation models. These AI systems (and 
especially the most broadly capable GPAIS) are the main focus of this Profile, with some 
corresponding costs for upstream GPAIS developers, but also corresponding risk-manage-
ment benefits when employing the guidance in this Profile.

• A relatively narrow-purpose end-use application that builds on a GPAIS or foundation mod-
el. Some aspects of these end-use application AI systems are constructively addressed by 
parts of the guidance in this Profile. Costs to downstream developers building applications 
on GPAIS would likely be minimal when employing relevant guidance in this Profile.

• One of many small-scale or stand-alone narrow-purpose systems that do not fall under 
definitions for GPAIS, and are not within the scope of this Profile. We do not expect devel-
opers or deployers of these common AI systems to use this Profile for those AI systems, 
and thus we do not expect their costs to be substantially affected by this Profile. 

As part of “developers of GPAIS,” we aim to include all organizations and efforts developing 
such AI systems, regardless of the organization size or type, and regardless of whether the or-
ganization only plans to make the AI system available to users inside the organization. (Many of 
the same risks, such as potential for misuse or abuse by whoever has access to the AI system, 
would be present to some degree for GPAIS development efforts in each of these cases.) Thus, 
we intend for the guidance in this document to be applicable as appropriate to:

• Open-source and open-access GPAIS development efforts, as well as closed-source GPAIS 
development; and 

• Research projects, and other GPAIS that a GPAIS developer does not plan to make available 
to users outside the organization, as well as GPAIS that a GPAIS developer plans to put on 
the market.

1.4 BENEFITS OF THE PROFILE

1.4.1 Benefits of the Profile to Developers of GPAIS and Foundation Models

This Profile provides developers of GPAIS and foundation models with valuable risk-manage-
ment best practices addressing their unique issues. For example, the Profile provides guidance 
on sharing of responsibilities between (a) upstream developers that create GPAIS and offer AI 
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platforms/APIs based on those AI systems in a manner that allows many different end uses, and 
(b) downstream developers that build upon the GPAIS platforms for specific end-use applica-
tions using upstream provider-supplied information that may not be customized for their own 
application area. 

This document facilitates conformity with or use of leading AI risk management-related stan-
dards, adapting and building on the generic voluntary guidance in the NIST AI Risk Management 
Framework and ISO/IEC 23894, with a focus on the unique issues faced by developers of GPAIS. 
It also aims to facilitate compliance with relevant regulations, such as the forthcoming EU AI 
Act, especially for aspects related to GPAIS, foundation models, and generative AI. For example, 
this document could help fulfill expectations for transparency, risk management, audits, etc. as 
applicable to GPAIS and foundation models under the AI Act.5

Widespread norms for using best practices such as those detailed in this Profile can help en-
sure developers of GPAIS can be competitive without compromising on practices for AI safety, 
security, accountability, and related issues.

1.4.2 Benefits of the Profile to Deployers, Evaluators, and Users

This Profile can provide deployers, evaluators, and users of GPAIS with increased awareness of 
the risks of such AI systems and of best practices to use in addressing those risks. This document 
also can provide deployers, evaluators, and users of such AI systems with information useful for 
evaluating the extent to which developers of such AI systems have followed relevant best practices. 

1.4.3 Benefits for Individuals, Society, and the Regulatory Community

Ultimately, this Profile aims to help key actors in the value chains of increasingly general-pur-
pose AI systems to achieve outcomes of maximizing benefits, and minimizing negative impacts, 
to individuals, communities, organizations, society, and the planet. That includes protection of 
fundamental rights, minimization of negative environmental impacts, and prevention of adverse 
events with systemic or catastrophic consequences at societal scale. There are vital relation-
ships between principles of fairness and protecting human rights, addressing risks to individuals 
and groups, and addressing large-scale systemic or catastrophic risks. Some types of risks to 
individuals or groups comprise significant, severe, or catastrophic risks via accumulation or cor-

5  At the time of writing this document, requirements for GPAIS under the EU AI Act are still in negotiations. Draft 
requirements for GPAIS under the Act reportedly include providing non-commercially sensitive information, and may also include 
risk and quality management requirements and external audits, among other obligations (Bertuzzi 2023a,b,c,d,e and EP 2023).
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relation of risks across individuals. Managing risks of GPAIS should include appropriate protection 
of human rights, and consideration of populations vulnerable to disproportionate harms. Prevent-
ing catastrophe can also be an important part of preventing unfair outcomes; often the effects of 
catastrophe fall disproportionately on disadvantaged people. It is critical to ensure that commu-
nities that may use or be impacted by the AI systems are meaningfully involved throughout the AI 
lifecycle, with opportunities to provide feedback and report potential problems. 

From a regulatory perspective, this document can be viewed as part of “soft law” norms and 
best practices that GPAIS developers and deployers would have incentives to follow as ap-
propriate, and that regulators can consider when formulating relevant “hard law” regulations 
(see, e.g., Gutierrez et al. 2021).6 We also aim to provide mapping to, and harmonization with, 
relevant standards (e.g., ISO/IEC 23894 and ISO/IEC 42001) and regulations (e.g., the EU AI Act). 
This would help to set norms for GPAIS risk-management practices and conformity across 
regulatory regimes. 

1.5 LIMITATIONS AND CHALLENGES

This Profile has a number of limitations. Perhaps the most important limitation is this docu-
ment’s primary focus on AI risk management considerations for developers of GPAIS. While 
GPAIS may be used directly in a broad range of settings, or downstream developers may create 
software for such settings that incorporate GPAIS, this Profile does not provide all guidance 
that might be needed for GPAIS applications in particular industry sectors or applications. This 
Profile also does not provide all guidance that might be needed by GPAIS developers on risk 
management topics not directly related to GPAIS development and deployment, such as on 
securing an organization’s networking equipment or other information system components.

Another limitation is the relatively nascent state of best practices for developers of GPAIS. We 
have based our guidance on available literature, demonstrated industry practices, stakeholder 
input and feedback, and ultimately our own judgment. However, we expect that best practices 
in this area will continue to evolve substantially. At minimum, we expect that such further evo-
lution will provide more detailed resources in a number of areas, which we aim to incorporate 
in later versions of this guidance, e.g., in annual updates.

6  As a related example, the US National Telecommunications and Information Administration (NTIA) will be making AI 
accountability policy recommendations that could include US government procurement mandates for audits (Fried 2023). NTIA is 
including LLMs and other GPAIS in its considerations (NTIA 2023).
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Challenges in this guidance include tradeoffs between risks and benefits, and even between 
different sets of risks. One of the most challenging areas is open-source development and 
release, or closely related release strategies such as downloadable and fully open-access release 
of model weights. There is great value in open-source software and various forms of trans-
parency and access to AI systems, including for helping to ensure the safety and security of 
an AI system’s intended users. However, providing direct access to a model’s weights also can 
increase some types of risks, including risks of malicious misuse. GPAIS developers that publicly 
release the model parameter weights for their GPAIS with downloadable, fully open, or open-
source access to their models, and other GPAIS developers that suffer a leak of model weights, 
will in effect be unable to shut down or decommission GPAIS that others build using those 
model weights. This is a consideration that should be weighed against the benefits of open-
source models, especially for the largest-scale and most broadly capable models that pose the 
greatest risks of enabling severe harms, including from malicious misuse to harm the public. 
Many of the benefits of openness, such as review and evaluation from a broader set of stake-
holders and greater ability to use a model, are possible to support either through transparency, 
engagement, or other openness mechanisms that do not require a model’s parameter weights 
to become downloadable or open-sourced, or through smaller-scale and less broadly capa-
ble open-source models. Thus, our profile guidance includes many transparency and access 
provisions, including under Govern 4.2 on reporting to internal and external stakeholders (e.g., 
to downstream developers, regulators, users, impacted communities, etc.) on the AI system 
as appropriate, e.g., using model cards, or system cards, and other transparency mechanisms. 
Another important part of our profile guidance (under Manage 2.4) is that GPAIS and founda-
tion model developers that plan to provide downloadable, fully open, or open-source access to 
their models should first use a staged-release approach (e.g., not releasing parameter weights 
until after an initial closed-source or structured-access release where no substantial risks or 
harms have emerged over a sufficient time period), and should not proceed to a final step of 
releasing model parameter weights until a sufficient level of confidence in risk management has 
been established, including for safety risks and risks of misuse and abuse. (That level of confi-
dence in safety would be particularly difficult to appropriately establish for the largest-scale or 
most capable models, and they should be given the greatest duration and depth of pre-release 
evaluations, as they are the most likely to have dangerous capabilities or other emergent prop-
erties that can take some time to discover.) We believe this overall approach provides action-
able guidance to address some of the greatest risks to the public associated with open-sourc-
ing powerful AI models, while providing valuable transparency mechanisms, and without 
prohibiting responsible open-sourcing of AI models.
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2. Overview of Profile Components 
and How to Use Profile

2.1 BASICS

We intend for this Profile to be used in conjunction with the NIST AI RMF (NIST 2023a) and AI 
RMF Playbook (NIST 2023b), or an approximately equivalent set of AI risk management guid-
ance documents, or an AI risk management framework or standard such as ISO/IEC 23894. (In 
addition, we generally assume the use of appropriate guidance for risk topics not specific to AI, 
such as the NIST Cybersecurity Framework or ISO/IEC 27001, for broadly applicable informa-
tion system security management guidance.)

It also can be appropriate to combine this Profile with another Profile that provides supple-
mental guidance on particular industry sectors or applications for use-case-specific risks, 
metrics, and controls. (That would be most appropriate for downstream developers focused 
on building on or applying GPAIS for particular industry sectors or use cases.)

The AI RMF “core functions,” or broad categories of activities, apply as appropriate across AI 
system lifecycles, and we provide corresponding guidance in related sections of this Profile 
document: 

• “Govern” (Section 3.1) for AI risk management process policies, roles, and responsibilities;
• “Map” (Section 3.2) for identifying AI risks in context; 
• “Measure” (Section 3.3) for rating AI trustworthiness characteristics; and
• “Manage” (Section 3.4) for decisions on prioritizing, avoiding, mitigating, or accepting AI risks.

NIST (2023a) decomposes high-level functions into categories and subcategories of activities 
and outcomes. In addition, NIST provides more detailed guidance in a companion Playbook 
resource document (NIST 2023b).

Our usage of the terms “should” and “can” in the guidance in Section 3 of this document is as 
follows: “should” indicates our recommendation and “can”  indicates something is possible.7 

7  This is broadly consistent with usage by ISO and other standards organizations. See, e.g., ISO (n.d.).
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2.2 IMPACT AREAS, HARM FACTORS, AND TRUSTWORTHINESS 
CHARACTERISTICS

GPAIS-related risk topics and corresponding guidance sections in this Profile document include 
the following. (Some of these topics overlap with others, in part because the guidance often 
involves iterative assessments for additional depth on issues identified at earlier stages.)

• Reasonably foreseeable impacts (Section 3.2, Map 1.1), including:
 » To individuals, including impacts to health, safety, well-being, or fundamental rights;
 »  To groups, including populations vulnerable to disproportionate adverse impacts or 

harms; and
 » To society, including environmental impacts.

• Significant, severe, or catastrophic harm factors (Section 3.2, Map 5.1), including: 
 » Correlated bias and discrimination;
 » Impacts to societal trust or democratic processes;
 » Correlated robustness failures;
 » Capability to manipulate or deceive humans in harmful ways; and
 »  Loss of understanding and control of an AI system in a real world context (e.g., ability 

to escape a sandbox and replicate on another computational system).

• AI trustworthiness characteristics (Section 3.4, Measure 2), including:
 » Safety, reliability, and robustness (Measure 2.5, Measure 2.6);
 » Security and resiliency (Measure 2.7);
 » Accountability and transparency (Measure 2.8);
 » Explainability and interpretability (Measure 2.9); 
 » Privacy (Measure 2.10); and
 » Fairness and bias (Measure 2.11).

Additional topics to address in future versions of the Profile are listed in Appendix 3.
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2.3 HIGH-PRIORITY RISK MANAGEMENT STEPS AND PROFILE GUIDANCE 
SECTIONS

Users of this Profile should place high priority on the following risk management steps and 
corresponding Profile guidance sections.8 (Appropriately applying the Profile guidance for the 
following steps should be regarded as the baseline or minimum expectations for users of this 
Profile; users of this Profile can exceed the minimum expectations by also applying guidance in 
other sections.)  

• Check or update, and incorporate, each of the following when making go/no-go deci-
sions, especially on whether to proceed on major stages or investments for development 
or deployment of cutting-edge large-scale GPAIS (Manage 1.1).

• Take responsibility for risk assessment and risk management tasks for which your 
organization has access to information, capability, or opportunity to develop capa-
bility sufficient for constructive action, or that is substantially greater than others in 
the value chain (Govern 2.1).

 »  We also recommend applying this principle throughout other risk assessment and risk 
management steps, and we refer to it frequently in other guidance sections. 

• Set risk-tolerance thresholds to prevent unacceptable risks (Map 1.5).
 »  For example, the NIST AI RMF 1.0 recommends the following: “In cases where an AI 

system presents unacceptable negative risk levels – such as where significant negative 
impacts are imminent, severe harms are actually occurring, or catastrophic risks are 
present – development and deployment should cease in a safe manner until risks can 
be sufficiently managed” (NIST 2023a, p.8). 

• Identify reasonably foreseeable uses, misuses, and abuses for a GPAIS (e.g., automat-
ed generation of toxic or illegal content or disinformation, or aiding with proliferation of 
cyber, chemical, biological, or radiological weapons), and identify reasonably foreseeable 
potential impacts (e.g., to fundamental rights) (Map 1.1).

8  It also can be appropriate to follow the guidance in this document for these risk management steps but to apply and 
document them under other, closely related risk management steps (typically noted in this document with “see also” statements 
pointing to guidance in other sections of the Profile). For example, if your organization sets risk-tolerance thresholds under Govern 
1.3 instead of under Map 1.5, then as part of your organization’s process for Govern 1.3, it can be appropriate to follow guidance in 
this Profile under Map 1.5.
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• Identify whether a GPAIS could lead to significant, severe, or catastrophic impacts, 
e.g., because of correlated failures or errors across high-stakes deployment domains, dan-
gerous emergent behaviors or vulnerabilities, or harmful misuses and abuses (Map 5.1).

•  Use red teams and adversarial testing as part of extensive interaction with GPAIS to 
identify dangerous capabilities, vulnerabilities, or other emergent properties of such sys-
tems (Measure 1.1). 

•  Track important identified risks (e.g., vulnerabilities from data poisoning and other at-
tacks or objectives mis-specification) even if they cannot yet be measured (Measure 1.1 and 
Measure 3.2).

•  Implement risk-reduction controls as appropriate throughout a GPAIS lifecycle, e.g., 
independent auditing, incremental scale-up, red-teaming, and other steps (Manage 1.3, 
Manage 2.3, and Manage 2.4).

•  Incorporate identified AI system risk factors, and circumstances that could result in 
impacts or harms, into reporting and engagement with internal and external stake-
holders (e.g., to downstream developers, regulators, users, impacted communities, etc.) on 
the AI system as appropriate, e.g., using model cards, system cards, and other transparency 
mechanisms (Govern 4.2).

We also recommend: Document the process used in considering risk mitigation controls, 
the options considered, and reasons for choices. (Documentation on many items should be 
shared in publicly available material such as system cards. Some details on particular items such 
as security vulnerabilities can be responsibly omitted from public materials to reduce misuse 
potential, especially if available to auditors, Information Sharing and Analysis Organizations, or 
other parties as appropriate.) 
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3. Guidance 
Broadly speaking, all areas of current NIST AI RMF guidance (NIST 2023a, 2023b) seem at least 
partly applicable for GPAIS. However, for such AI systems, the activities and outcomes for some 
categories or subcategories of NIST AI RMF guidance seem higher priority than others. In the 
following, we have included a number of excerpts from the NIST AI RMF Playbook (NIST 2023b) 
that seem particularly valuable for GPAIS developers, given current typical GPAIS architectures 
and development practices. NIST AI RMF Playbook excerpts in the following are in italics font, 
and are preceded by statements of the form “In the NIST AI RMF Playbook guidance for __, par-
ticularly valuable action and documentation items for GPAIS include __ .”

The tables in this section provide applicability of NIST AI RMF categories and subcategories, 
and supplemental guidance, for GPAIS. The tables address the following AI RMF functions: Ta-
ble 1 for Govern, Table 2 for Map, Table 3 for Measure, and Table 4 for Manage.

3.1 GUIDANCE FOR NIST AI RMF GOVERN SUBCATEGORIES

Table 1: Guidance for NIST AI RMF Govern Subcategories

Govern Category or 
Subcategory 

Applicability and supplemental guidance for GPAIS Resources

Govern 1: Policies, processes, procedures, and practices across the organization related to the mapping, measuring, and managing of AI 
risks are in place, transparent, and implemented effectively.

Govern 1.1: 
Legal and regulatory 
requirements involving 
AI are understood, 
managed, and 
documented.

The legal and regulatory environment for GPAIS and generative AI is evolving quickly and 
will require regular assessment for continued compliance. GPAIS developers, deployers, 
and users should assess the extent to which their activities would fall under GPAIS-
related laws or regulations, such as:
 • The forthcoming EU AI Act, which reportedly is likely to include regulatory require-

ments for GPAIS, foundation models, and generative AI. At a minimum, GPAIS (or at 
least one or more subsets of GPAIS identified as foundation models) seem likely to 
be subject to requirements for transparency, and for assessing, mitigating, and docu-
menting several types of reasonably foreseeable risks9 (Bertuzzi 2023b,c,d,e).

 • Numerous bills introduced in the United States related to generative AI, at both the 
federal and state levels, including in California, Massachusetts, and New York. 

NIST (2023b) 

On copyright and fair use:
Henderson et al. (2023)
Samuelson (2023)

On the EU AI Act:
Schuett (2023)
Bommasani et al. (2023)

9  We aim to provide mapping of profile guidance to relevant clauses of the EU AI Act after its finalization, in Section 4 of a 
future version of this Profile.
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Govern Category or 
Subcategory 

Applicability and supplemental guidance for GPAIS Resources

(continued)  • China’s Generative AI Regulation, which went into effect in August 2023 and intro-
duced requirements related to acceptable generated content, using legitimate and 
legal sources for data training, obtaining consent for personal information process-
ing, and submitting certain generative AI services for a security assessment, among 
other measures.

Issues related to copyright, data protection, and privacy rights are also particularly 
relevant to GPAIS that are trained on large swaths of the internet. Many professional 
artists and writers oppose the use of their work as training data for GPAIS, and 
numerous copyright lawsuits are now underway in the United States (see, e.g, 
Samuelson 2023).

Govern 1.2: 
The characteristics 
of trustworthy AI 
are integrated into 
organizational policies, 
processes, procedures,  
and practices.

The characteristics of trustworthy AI, described in the NIST AI RMF, include: valid 
and reliable, safe, secure and resilient, accountable and transparent, explainable and 
interpretable, privacy-enhanced, and fair with harmful bias managed.

For GPAIS, there are some unique or particularly important considerations related to 
ensuring the characteristics of trustworthy AI are integrated into organizational policies, 
processes, procedures, and practices (Newman 2023; Wang et al., 2023). Some of 
these are mentioned below; see also the more detailed considerations and guidance 
throughout this document:

Valid and reliable: 
 • E.g., improve predictability, review dependencies on external parties, assess quality 

of training data, and train operators of the system to exercise oversight and avoid 
overconfidence in the system. 

Safe:
 • E.g., establish reliable technical and procedural controls, re-evaluate safety regularly, 

assess shifts over time, and report incidents and adverse impacts.
Fair with harmful bias managed:
 • E.g., engage with impacted communities, test for biased or discriminatory outputs, 

review impacts on human rights and wellbeing, assess accessibility of user interface, 
and assess how to equitably distribute benefits.

Secure and Resilient:
 • E.g., assess robustness in novel environments, establish protections against adversar-

ial attacks, and establish a coordinated policy to encourage responsible vulnerability 
research and disclosure.

Explainable and Interpretable:
 • E.g., ensure users know how to interpret system behavior and outputs, including 

limitations.
Privacy-enhanced:
 • E.g., enable people to consent to the uses of their data and opt out of the uses of 

their data, and notify users about privacy and security breaches. 
Accountable and Transparent:
 • E.g., determine a publication/release strategy, inform users when they are interacting 

with the AI system or viewing AI-generated content, allow people to opt out, support 
independent third-party auditing and evaluation, and provide redress to people who 
are negatively affected.

NIST (2023b) 
Newman (2023)
Wang et al. (2023)
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Govern Category or 
Subcategory 

Applicability and supplemental guidance for GPAIS Resources

Govern 1.3: 
Processes, procedures, 
and practices are in 
place to determine 
the needed level of 
risk management 
activities based on 
the organization’s risk 
tolerance.

GPAIS often can have greater impacts or pose greater risks than smaller or less capable 
AI systems due to their potential use in many different downstream applications. 
Therefore, for GPAIS it would often be appropriate to make GPAIS risk assessment and 
management a higher priority, and devote more resources, as compared with lower-
capability and lower-impact AI systems. 

(See also the material in this document under Map 1.1 and Map 5.1 for related guidance 
on GPAIS impact assessment, including on impact identification and impact magnitude 
rating, and under Map 1.5 on risk tolerance, including on setting unacceptable risk 
thresholds.)

NIST (2023b)

Govern 1.4: 
The risk management 
process and its 
outcomes are 
established through 
transparent policies, 
procedures, and other
controls based on 
organizational risk 
priorities.

In the NIST AI RMF Playbook guidance for Govern 1.4, particularly valuable action and 
documentation items for GPAIS include:
 • Establish and regularly review documentation policies that, among others, address 

information related to:
 ɧ Expected and potential risks and impacts
 ɧ Assumptions and limitations
 ɧ Description and characterization of training data
 ɧ Testing and validation results (including explanatory visualizations and information)
 ɧ Down- and up-stream dependencies
 ɧ Plans for deployment, monitoring, and change management
 ɧ Stakeholder engagement plans

 • Establish policies and processes regarding public disclosure of the use of AI and risk 
management material such as impact assessments, audits, model documentation and 
validation and testing results.

 • Document and review the use and efficacy of different types of transparency tools and 
follow industry standards at the time a model is in use.

(When considering disclosure of risk management material such as impact assessments, 
audits, model documentation, and validation and testing results, see also the material 
under Govern 4.2 in this document for related guidance on documentation and 
communication.) 

NIST (2023b) 
Bender et al. (2022)
Gebru et al. (2021)
Mitchell et al. (2019)

Govern 1.5: 
Ongoing monitoring 
and periodic review of 
the risk management 
process and its 
outcomes are planned 
and organizational roles 
and responsibilities 
clearly defined, 
including determining 
the frequency of 
periodic review.

Plan to identify GPAIS impacts (including to human rights) and risks (including 
potential uses, misuses, and abuses), starting from an early AI lifecycle stage and 
repeatedly through new lifecycle phases or as new information becomes available. 
This is particularly important for GPAIS, which can have large numbers of uses, risks, and 
impacts, including from emergent capabilities and vulnerabilities.
 • On GPAIS lifecycle and when to assess risks: 

 ɧ For larger machine learning models, iterations are often slower than typical Agile 
sprints. For larger models, the pipeline is often to pretrain a model, analyze, 
customize, reanalyze, customize differently, etc., then deploy and monitor, then 
decommission. (Here we use “analyze” as a shorthand for probing, stress testing, 
red teaming, monitoring in simulated environments, etc.)

 ɧ On red teaming, see e.g., Ganguli, Lovitt et al. (2022), and guidance in this docu-
ment under Measure 1.1.

 • All the relevant parties, especially researchers involved in the R&D process, should 
have some minimal knowledge on the risks of GPAIS or be taught about such risks 
upon their inclusion on an advisory team.

Barrett et al. (2022)
PAI (2023a)
NIST (2023b) 
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Govern Category or 
Subcategory 

Applicability and supplemental guidance for GPAIS Resources

(continued)  • For larger models or close-to-frontier models, “Map” activities to identify risks 
should also happen after model training to incorporate developer findings about a 
model’s capabilities post-training, not just before model training.

 • On identifying potential uses, misuses, and abuses of a GPAIS:
 ɧ Identify potential use cases during early stages of your AI system lifecycle, such 

as the plan and design stages, at minimum.
 ɧ Identify misuse or abuse cases during all major stages of your AI system lifecycle 

(or approximate equivalents in Agile/iterative development sprints), such as: plan, 
data collection, design, train/build/buy, test and evaluation, deploy, operate and 
monitor, and decommission.

 ɧ Revisit use and misuse case identification at key intended milestones, or at peri-
odic intervals (e.g., at least annually), whichever comes first.

 ɧ Create a plan for ongoing use case identification and categorization to extend 
identified uses, misuses, and abuses, based on information gained continuously 
from sources such as: 
 » Downstream user and developer exploration of the AI system.
 » API misuse and abuse monitoring.

 • When making go/no-go decisions, especially on whether to proceed on major stag-
es or investments for development or deployment of cutting-edge large-scale GPAIS, 
see guidance in this document under Manage 1.1.

 ɧ It can be valuable to revisit risk assessment at these intervals, especially prior to 
beginning a new frontier-model training run. At or near a foundation model fron-
tier, it would be particularly important to obtain and integrate new information 
on emergent properties of frontier models before incurring the expenditures and 
risks of the next big training run. 

In the NIST AI RMF Playbook guidance for Govern 1.5, particularly valuable action and 
documentation items for GPAIS include:
 • Establish policies to allocate appropriate resources and capacity for assessing im-

pacts of AI systems on individuals, communities and society.
 • Establish policies and procedures for monitoring and addressing AI system perfor-

mance and trustworthiness, including bias and security problems, across the lifecycle 
of the system.

 • Establish policies for AI system incident response, or confirm that existing incident 
response policies apply to AI systems.

 • Establish policies to define organizational functions and personnel responsible for AI 
system monitoring and incident response activities.

 • Establish mechanisms to enable the sharing of feedback from impacted individuals or 
communities about negative impacts from AI systems.

 • Establish mechanisms to provide recourse for impacted individuals or communities 
to contest problematic AI system outcomes.

Govern 1.6: 
Mechanisms are in 
place to inventory 
AI systems and are 
resourced according 
to organizational risk 
priorities.

(No supplemental guidance, beyond the broadly applicable guidance in the NIST AI RMF 
Playbook.)

NIST (2023b) 
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Govern 1.7: 
Processes and 
procedures are in place 
for decommissioning 
and phasing out AI 
systems safely and in a 
manner
that does not increase 
risks or decrease the 
organization’s
trustworthiness.

Open-source and fully open-access GPAIS developers that publicly release the model 
parameter weights for their GPAIS, and other GPAIS developers that suffer a leak 
of model weights, will in effect be unable to decommission GPAIS that others build 
using those model weights. (See also guidance in this document under Manage 2.4, 
recommending structured access or staged release approaches, including for foundation 
model developers that plan to fully open-source their models.)

In the NIST AI RMF Playbook guidance for Govern 1.7, particularly valuable action and 
documentation items for GPAIS include:
 • Establish policies for decommissioning AI systems. Such policies typically address:

 ɧ User and community concerns, and reputational risks.
 ɧ Business continuity and financial risks.
 ɧ Up and downstream system dependencies.
 ɧ Regulatory requirements (e.g., data retention).
 ɧ Potential future legal, regulatory, security or forensic investigations.
 ɧ Migration to the replacement system, if appropriate.

 • If anyone believes that the AI no longer meets this ethical framework, who will be re-
sponsible for receiving the concern and as appropriate investigating and remediating 
the issue? Do they have authority to modify, limit, or stop the use of the AI?

NIST (2023b) 

Govern 2: Accountability structures are in place so that the appropriate teams and individuals are empowered, responsible, and trained 
for mapping, measuring, and managing AI risks.

Govern 2.1: 
Roles and 
responsibilities and 
lines of communication 
related to mapping, 
measuring, and 
managing AI risks are 
documented and are 
clear to individuals and 
teams throughout the 
organization.

Regarding roles and responsibilities across a GPAIS value chain:
 • GPAIS developers should be responsible for risk assessment and risk manage-

ment tasks for which they have, or reasonably believe they might have, access 
to information, capability, or opportunity to develop capability sufficient for 
constructive action, or that is substantially greater than others in the value 
chain, such as:

 ɧ Assessing and mitigating early-stage development risks, including for AI research 
projects and AI systems that the organization does not plan to make available to 
others.

 ɧ Testing and documentation that require direct access to training data or the AI 
system, such as on knowledge limits and dangerous capabilities.

 ɧ Identifying reasonably foreseeable uses, misuses, and abuses of the AI system.
 ɧ Implementing appropriate precautions to prevent or mitigate identified potential 

misuses or abuses.10 
 ɧ Making necessary information available to downstream developers and deployers 

building on base-model or GPAIS platforms, and to independent auditors or 
others as appropriate (e.g., to enable third-party auditability). 
 » Make as much information available on AI risk factors, incidents (including 

near-miss incidents), knowledge limits, etc., as reasonably possible to all 
audiences.11

Barrett et al. (2022)
NIST (2023b) 
Schuett (2022)
Schuett (2023)

10  See also Manage 1.3 guidance on defining and communicating to key stakeholders whether any potential use cases would be 
disallowed/unacceptable.
11  See also guidance in this document under Govern 4.2 and Govern 4.3 on information to share, and see Section 3.4.2.1 
of Barrett et al. (2022) for guidance on providing stakeholders information on reasonably foreseeable risks without providing 
adversaries too much information.
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(continued)  » Provide additional information to downstream and end-use application devel-
opers and deployers as appropriate to meet their risk management needs.

 • Downstream developers and deployers of end-use applications built on GPAIS 
should be responsible for risk assessment and risk management tasks for 
which they have, or reasonably believe they might have, access to information, 
capability, or opportunity to develop capability sufficient for constructive 
action, or that is substantially greater than others in the value chain, such as:

 ɧ Establishing specific context for their intended end-use application(s), and apply-
ing risk management processes appropriate for that specific context.

 ɧ Utilizing information provided by the upstream provider of an AI system plat-
form, and requesting additional information as needed.

 ɧ Reporting to the upstream provider, and considering reporting to others such 
as information sharing and analysis organizations (ISAOs) or regulators as ap-
propriate, any critical GPAIS vulnerabilities, biases, incidents (including near-miss 
incidents), etc., that would have high impacts on other downstream developers 
or deployers.

 • Downstream developers and deployers extending GPAIS (e.g., via fine-tuning training 
on data curated by the downstream developer) should also consider applying guid-
ance for upstream developers (e.g., on testing and documentation that require direct 
access to fine-tuning training data) for any substantial extensions of the underlying 
platform AI systems. Fine-tuned versions of the underlying platform systems often 
have capabilities that underlying platform systems do not. 

Regarding roles and responsibilities for accountability within a single GPAIS developer 
or deployer organization, consider implementing “Three Lines of Defense” or 3LoD 
(Schuett 2022):
 • Roles can include:

1. Research team as the first line, ultimately the Head of Research or equivalent;
2. Risk management team as the second line, ultimately chief risk officer (CRO) or 

equivalent; this can also include the legal and compliance team, technical safety 
team, and security team; and

3. Internal audit as third line, ultimately chief audit executive (CAE); this can also 
include the ethics board.

 • Reporting responsibilities can include:
1. First line reports to CEO;
2. Second line reports to CEO; and CRO reports to the board risk committee; and
3. Third line reports to the board of directors or the board audit committee; the 

CAE is often part of the board audit committee.

In the NIST AI RMF Playbook guidance for Govern 2.1, particularly valuable action and 
documentation items for GPAIS include:
 • Establish policies that define the AI risk management roles and responsibilities for 

positions directly and indirectly related to AI systems, including, but not limited 
to - Boards of directors or advisory committees - Senior management - AI audit 
functions - Product management - Project management - AI design - AI development 
- Human-AI interaction - AI testing and evaluation - AI acquisition and procurement - 
Impact assessment functions - Oversight functions.
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(continued)  • Establish policies that promote regular communication among AI actors participating 
in AI risk management efforts.

 • Establish policies that separate management of AI system development functions 
from AI system testing functions, to enable independent course-correction of AI 
systems.

Govern 2.2: 
The organization’s 
personnel and 
partners receive AI risk 
management training 
to enable them to 
perform their duties 
and responsibilities 
consistent with related 
policies, procedures, 
and agreements.

In the NIST AI RMF Playbook guidance for Govern 2.2, particularly valuable action and 
documentation items for GPAIS include:
 • Ensure that trainings comprehensively address technical and socio-technical aspects 

of AI risk management.
 • Define paths along internal and external chains of accountability to escalate risk 

concerns.

NIST (2023b) 

Govern 2.3: 
Executive leadership 
of the organization 
takes responsibility for 
decisions about risks 
associated with AI sys-
tem development and 
deployment.

In the NIST AI RMF Playbook guidance for Govern 2.3, particularly valuable action and 
documentation items for GPAIS include:
 • Organizational management can:

 ɧ Declare risk tolerances for developing or using AI systems.
 ɧ Support AI risk management efforts, and play an active role in such efforts.
 ɧ Integrate a risk and harm prevention mindset throughout the AI lifecycle as part 

of organizational culture.

(See also guidance under Govern 1.5 on prioritizing resources for GPAIS risk assessment 
and management, and under Map 1.5 on setting unacceptable-risk thresholds to prevent 
risks with substantial probability of inadequately mitigated catastrophic outcomes.)

NIST (2023b) 

Govern 3: Workforce diversity, equity, inclusion, and accessibility processes are prioritized in the mapping, measuring, and managing of 
AI risks throughout the lifecycle.

Govern 3.1: 
Decision-making related 
to mapping, measuring, 
and managing AI risks 
throughout the lifecycle 
is informed by a diverse 
team (e.g., diversity 
of demographics, 
disciplines, experience, 
expertise, and 
backgrounds).

Identifying the vast array of GPAIS risks and potential impacts, including via potential 
uses and misuses, should be performed by a demographically and disciplinarily diverse 
team including internal and external personnel. 

Potential uses and misuses of GPAIS should be identified from an early stage in their 
lifecycle, because of their large numbers of potential uses and misuse. (See also related 
guidance in this document under Govern 1.5.)

For staffing to identify potential uses, misuses, and abuses of a GPAIS: 
 • Include members of each of the following functional teams (or equivalents) as 

appropriate:
 ɧ Product development, operations, security, human-computer interaction, user 

experience, marketing and sales, legal, policy, and ethics professionals. 
 • Include members of other teams as appropriate, such as:

 ɧ Research and development (for additional technically-informed perspective on AI 
system capabilities and limitations).

 ɧ External-facing teams and/or external stakeholders including: 
 » Communities that might be impacted (for additional early identification of 

potential stakeholder concerns and other stakeholder perspectives);

Barrett et al. (2022)
NIST (2023b) 
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(continued)  » Communities providing labor to develop or test models (such as manual 
data labeling, or providing human-feedback data), particularly when there is 
reason to believe these individuals could be exposed to psychologically or 
otherwise harmful content in the process; and

 » External red-teamers or auditors (for additional early-stage expertise on 
potential misuses).

 • As part of staffing to identify potential high-impact scenarios for GPAIS, broaden the 
team as appropriate to include social scientists and historians to provide additional 
perspective on structural or systemic risks that could emerge from interactions 
between an AI system and other societal-level systems (Zwetsloot and Dafoe 2019).

Govern 3.2: 
Policies and procedures 
are in place to define 
and differentiate roles 
and responsibilities for 
human-AI configurations 
and oversight of AI 
systems.

(See guidance in this document for Govern 2.1, regarding roles within an organization, 
and for upstream developers as well as downstream developers and deployers.)

NIST (2023b) 

Govern 4: Organizational teams are committed to a culture that considers and communicates AI risk.

Govern 4.1: 
Organizational policies 
and practices are in 
place to foster a critical 
thinking and safety-
first mindset in the 
design, development, 
deployment, and uses of 
AI systems to minimize 
potential negative 
impacts.

In the NIST AI RMF Playbook guidance for Govern 4.1, particularly valuable action and 
documentation items for GPAIS include:
 • Establish policies that require inclusion of oversight functions (legal, compliance, risk 

management) from the outset of the system design process.
 • Establish policies that promote effective challenge of AI system design, implementa-

tion, and deployment decisions, via mechanisms such as the three lines of defense, 
model audits, or red-teaming – to minimize workplace risks such as groupthink.

 • Establish policies that incentivize safety-first mindset and general critical thinking and 
review at an organizational and procedural level.

 • Establish whistleblower protections for insiders who report on perceived serious 
problems with AI systems.

 • Establish policies to integrate a harm and risk prevention mindset throughout the AI 
lifecycle.

 • To what extent has the entity documented the AI system’s development, testing 
methodology, metrics, and performance outcomes?

 • Are organizational information sharing practices widely followed and transparent, 
such that related past failed designs can be avoided?

 • Are processes for operator reporting of incidents and near-misses documented and 
available?

(See also guidance under Govern 1.5 on when to assess potential impacts in a GPAIS 
lifecycle and on red teaming, and guidance under Govern 2.1 on “Three Lines of 
Defense” roles and responsibilities within a GPAIS developer or deployer organization.)

Barrett et al. (2022)
Ganguli, Lovitt et al. 
(2022)
NIST (2023b) 
Schuett (2022)
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Govern 4.2: 
Organizational teams 
document the risks and 
potential impacts of 
the AI technology they 
design, develop, deploy, 
evaluate, and use, and 
they communicate 
about the impacts more 
broadly.

GPAIS developers should identify and assess reasonably foreseeable or currently 
present GPAIS impacts and risks, and communicate those as appropriate to relevant 
stakeholders, such as downstream developers and potentially impacted communities. 
These activities are particularly important for GPAIS given the relatively large scale of 
potential impact that often can be expected with GPAIS.

In the NIST AI RMF Playbook guidance for Govern 4.2, particularly valuable action and 
documentation items for GPAIS include:
 • Establish impact assessment policies and processes for AI systems used by the 

organization.
 • Align organizational impact assessment activities with relevant regulatory or legal 

requirements.
 • Verify that impact assessment activities are appropriate to evaluate the potential 

negative impact of a system and how quickly a system changes, and that assessments 
are applied on a regular basis.

 • Utilize impact assessments to inform broader evaluations of AI system risk.
 • How has the entity identified and mitigated potential impacts of bias in the data, 

including inequitable or discriminatory outcomes?
 • To what extent has the entity documented and communicated the AI system’s devel-

opment, testing methodology, metrics, and performance outcomes?

(See also guidance in this document under Map 1.1 and Map 5.1 on GPAIS impact 
identification and impact magnitude assessment, including on consideration of factors 
that could lead to significant, severe, or catastrophic harms, and under Manage 1.3 on 
transparency and disclosure of generative AI outputs.)

Additional guidance under Govern 4.2:
Incorporate identified AI system risk factors, and circumstances that could result 
in impacts or harms, into reporting and engagement with internal and external 
stakeholders (e.g., to downstream developers, regulators, etc.) on the AI system 
as appropriate (e.g., using model cards, datasheets, reward reports, factsheets, 
transparency notes, or system cards).12 Report (as appropriate) identified AI system 
risk factors, and circumstances that could result in impacts or harms:13

 • To the organization;
 • To other organizations;
 • To individuals, including impacts to health, safety, well-being, or fundamental rights; 

and
 • To groups, including populations vulnerable to disproportionate adverse impacts or 

harms.

Sections 3.2 and 3.3 of 
Barrett et al. (2022)
PAI (2022)
PAI (2023a)
NIST (2023b)

On model cards, system 
cards, and related 
transparexncy tools:

Mitchell et al. (2019)

Gebru et al. (2018)

Gilbert, Dean et al. (2022) 

Gilbert, Lambert et al. 

 (2022) 

Microsoft (2022a)

Hind (2020) 

Green et al. (2022) 

OECD (2022a)

12  Model cards (Mitchell et al. 2019) include a model’s primary intended use, out-of-scope uses, and ethics issues (which can 
include risks and mitigations). Datasheets for datasets (Gebru et al. 2018) include datasets’ recommended uses (as well as potential 
risks and mitigation). Reward reports (Gilbert, Dean et al. 2022, Gilbert, Lambert et al. 2022) include objectives specification 
information (e.g., optimization goals and failure modes), and implementation limitations. Related industry approaches include 
Microsoft’s Transparency Notes (see examples at Microsoft 2022a), IBM’s FactSheets (Hind 2020) and Meta/Facebook’s System 
Cards (Green et al. 2022). The OECD framework for AI system classification includes information on AI system contexts, data and 
input, AI model, and task and output (OECD 2022a).
13  See guidance in this document under Map 1.1 for more on such factors.
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(continued)  • To society, including: 
 ɧ Damage to or incapacitation of a critical infrastructure sector;
 ɧ Economic and national security;
 ɧ Impacts on democratic institutions and quality of life;
 ɧ Environmental impacts;
 ɧ Additional identified factors that could lead to severe or catastrophic con-

sequences for society, such as:14,15

 » Potential for correlated robustness failures or other systemic risks across high-
stakes application domains such as critical infrastructure or essential services

 » Potential for other systemic risks, which can be accumulated, accrued, cor-
related, or compounded at societal scale, e.g.:
 – Potential for correlated bias across a large fraction of a society’s population
 – Potential for many high-impact uses or misuses beyond an originally 

intended use case
* GPAIS typically have many reasonably foreseeable uses;

 » Potential for large harms from mis-specified or mis-generalized goals; and
 » Other identified factors affecting risks of high consequence / catastrophic 

and novel or “Black Swan” events.

Govern 4.3: 
Organizational practices 
are in place to enable 
AI testing, identification 
of incidents, and 
information sharing.

In the NIST AI RMF Playbook guidance for Govern 4.3, particularly valuable action and 
documentation items for GPAIS include:
 • Establish policies and procedures to facilitate and equip AI system testing.
 • Establish organizational commitment to identifying AI system limitations and sharing 

of insights about limitations within appropriate AI actor groups.
 • Establish policies for reporting and documenting incident response.
 • Establish policies and processes regarding public disclosure of incidents and informa-

tion sharing.
 • Establish guidelines for incident handling related to AI system risks and performance.
 • To what extent can users or parties affected by the outputs of the AI system test the 

AI system and provide feedback?

(See also guidance in this document under Govern 2.1, regarding risk-assessment and 
information-sharing roles for upstream developers as well as downstream developers 
and deployers.)

Additional guidance under Govern 4.3:
 • If the organization will need to characterize an AI system according to an AI classifi-

cation framework (such as in the OECD framework or frameworks for model cards, 
datasheets, reward reports, factsheets, transparency notes, or system cards), use 
risk assessment outputs as part of preparation for AI classification reporting. (Or if 
the AI system is already classified with another framework, use the AI classification 
information to inform risk assessment.)

 ɧ Consider classifying or otherwise characterizing each reasonably foreseeable use 
case or type of use case for a GPAIS, as in the guidance in this document under 
Map 1.1 and Map 2.1. 

 • Consider widely sharing information on relevant incidents, including on near-miss 
incidents, via the public AI Incident Database (AIID n.d.).

AIID (n.d.)
Section 3.4 of Barrett  
 et al. (2022)
NIST (2023b) 

14  See guidance in this document under Map 5.1 for more on such factors.
15  Documentation on many items should be shared in publicly available material such as system cards. Some details on 
particular items such as security vulnerabilities can be responsibly omitted from public materials to reduce misuse potential, 
especially if available to auditors, Information Sharing and Analysis Organizations, or other parties as appropriate. For more on 
what details to omit from publicly available material, see, e.g., PAI (2022).



A I  R I S K - M A N A G E M E N T  S T A N D A R D S  P R O F I L E  F O R  G E N E R A L - P U R P O S E  

A I  S Y S T E M S  ( G P A I S )  A N D  F O U N D A T I O N  M O D E L S

27

Govern Category or 
Subcategory 

Applicability and supplemental guidance for GPAIS Resources

Govern 5: Processes are in place for robust engagement with relevant AI actors.

Govern 5.1: 
Organizational policies 
and practices are in 
place
to collect, consider, 
prioritize, and integrate 
feedback from those
external to the team 
that developed or 
deployed the AI system 
regarding the potential 
individual and societal 
impacts related to AI 
risks.

GPAIS developers and deployers should integrate feedback from those external to the 
team that develops or deploys a GPAIS. Models of external feedback that should be 
utilized where appropriate include:
 • Deliberation with impacted communities, including people involved with the human 

labor and training of GPAIS (such as data annotators and content reviewers), people 
whose work is “scraped” for training purposes (such as artists and authors), intend-
ed users, and people whose livelihoods are altered by the use of the system;

 • Independent auditing throughout the AI lifecycle;
 • Bug bounty and bias bounty programs;
 • Red teaming; and
 • Feedback channels with users or impacted individuals or communities, including 

appeal and redress mechanisms.

In the NIST AI RMF Playbook guidance for Govern 5.1, particularly valuable action and 
documentation items for GPAIS include:
 • Establish AI risk management policies that explicitly address mechanisms for collect-

ing, evaluating, and incorporating stakeholder and user feedback that could include:
 ɧ Recourse mechanisms for faulty AI system outputs.
 ɧ Bug bounties.
 ɧ Human-centered design.
 ɧ User-interaction and experience research.
 ɧ Participatory stakeholder engagement with individuals and communities that 

may experience negative impacts.
 • What type of information is accessible on the design, operations, and limitations of 

the AI system to external stakeholders, including end users, consumers, regulators, 
and individuals impacted by use of the AI system?

 • What was done to mitigate or reduce the potential for harm?
 • Stakeholder involvement: Include diverse perspectives from a community of stake-

holders throughout the AI life cycle to mitigate risks.

(See also guidance in this document under Measure 1.1 and Measure 1.3 for more 
detailed recommendations about using red teams and independent red teaming 
organizations that are separate enough from direct development operations of a GPAIS 
that they can provide relatively unbiased assessments of that GPAIS, and guidance in this 
document under Measure 3.2 on bug bounties and bias bounties.)

NIST (2023b) 
Kenway et al. (2022)
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Govern 5.2: 
Mechanisms are 
established to enable 
the team that developed 
or deployed AI systems 
to regularly incorporate 
adjudicated feedback 
from relevant AI actors 
into system design and 
implementation.

In the NIST AI RMF Playbook guidance for Govern 5.2, particularly valuable action and 
documentation items for GPAIS include:
 • Explicitly acknowledge that AI systems, and the use of AI, present inherent costs and 

risks along with potential benefits.
 • Define reasonable risk tolerances for AI systems informed by laws, regulation, best 

practices, or industry standards.
 • Establish policies that ensure all relevant AI actors are provided with meaningful oppor-

tunities to provide feedback on system design and implementation.
 • Establish policies that define how to assign AI systems to established risk tolerance 

levels by combining system impact assessments with the likelihood that an impact 
occurs. Such assessment often entails some combination of:

 ɧ Econometric evaluations of impacts and impact likelihoods to assess AI system 
risk.

 ɧ Red-amber-green (RAG) scales for impact severity and likelihood to assess AI 
system risk.

 ɧ Establishment of policies for allocating risk management resources along 
established risk tolerance levels, with higher-risk systems receiving more risk 
management resources and oversight.

 ɧ Establishment of policies for approval, conditional approval, and disapproval of 
the design, implementation, and deployment of AI systems.

 • Establish policies facilitating the early decommissioning of AI systems that surpass an 
organization’s ability to reasonably mitigate risks.

 • Who is accountable for the ethical considerations during all stages of the AI lifecycle?

(See also guidance in this document under Govern 2.1 on the roles for GPAIS upstream 
developers as well as downstream developers and deployers. See also guidance in this 
document under Map 1.5 on setting risk tolerance thresholds, including on setting 
unacceptable-risk thresholds to prevent risks with substantial probability of inadequately 
mitigated catastrophic outcomes.)

NIST (2023b) 

Govern 6: Policies and procedures are in place to address AI risks and benefits arising from third-party software and data and other 
supply chain issues.

Govern 6.1: 
Policies and procedures 
are in place that address 
AI risks associated with 
third-party entities, 
including risks of 
infringement of a 
third-party’s intellectual 
property or other 
rights.

In the NIST AI RMF Playbook guidance for Govern 6.1, particularly valuable action and 
documentation items for GPAIS include:
 • Establish policies related to:

 ɧ Transparency into third-party system functions, including knowledge about train-
ing data, training and inference algorithms, and assumptions and limitations.

 ɧ Thorough testing of third-party AI systems. (See MEASURE for more detail)
 ɧ Requirements for clear and complete instructions for third-party system usage.

 • Did you establish mechanisms that facilitate the AI system’s auditability (e.g. trace-
ability of the development process, the sourcing of training data and the logging of 
the AI system’s processes, outcomes, positive and negative impact)?

 • Did you ensure that the AI system can be audited by independent third parties?
 • Did you establish a process for third parties (e.g. suppliers, end users, subjects, 

distributors/vendors or workers) to report potential vulnerabilities, risks or biases in 
the AI system?

(See also guidance in this document under Govern 2.1 on the roles for GPAIS upstream 
developers, e.g., on making necessary information available to downstream developers, 
independent auditors, or others as appropriate, as well as roles for GPAIS downstream 
developers and deployers.)

Barrett et al. (2022)
NIST (2023b) 
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Govern 6.2: 
Contingency processes 
are in place to handle 
failures or incidents in 
third-party data or AI 
systems deemed to be 
high-risk.

In the NIST AI RMF Playbook guidance for Govern 6.2, particularly valuable action and 
documentation items for GPAIS include:
 • Establish policies for handling third-party system failures to include consideration of 

redundancy mechanisms for vital third-party AI systems.
 • Verify that incident response plans address third-party AI systems.
 • To what extent does the plan specifically address risks associated with acquisition, 

procurement of packaged software from vendors, cybersecurity controls, compu-
tational infrastructure, data, data science, deployment mechanics, and system failure?

 • Did you establish a process for third parties (e.g. suppliers, end users, subjects, 
distributors/vendors or workers) to report potential vulnerabilities, risks or biases in 
the AI system?

(See also guidance in this document for Govern 2.1 on the roles for GPAIS upstream 
developers as well as downstream developers and deployers. See also contingency 
processes outlined in this document under Manage 1.3, Manage 2.4, or other Manage 
subcategories.)

Barrett et al. (2022)
NIST (2023b) 

3.2 GUIDANCE FOR NIST AI RMF MAP SUBCATEGORIES

Table 2: Guidance for NIST AI RMF Map Subcategories

Map Category or 
Subcategory 

Applicability and supplemental guidance for GPAIS Resources

Map 1: Context is established and understood.

Map 1.1: 
Intended purposes, 
potentially beneficial uses, 
context-specific laws, 
norms and expectations, 
and prospective settings 
in which the AI system 
will be deployed 
are understood 
and documented. 
Considerations include: 
the specific set or types 
of users along with their 
expectations; potential 
positive and negative 
impacts of system uses to 
individuals, communities, 
organizations, society, and 
the planet; assumptions 
and related limitations 
about AI system purposes, 
uses, and risks across the 
development or product 
AI lifecycle; and related 
TEVV and system metrics.

GPAIS can have many reasonably foreseeable uses, misuses, and abuses. Developers of 
GPAIS should identify their reasonably foreseeable uses, misuses and abuses beyond any 
originally intended purposes (or in the absence of a specific intended purpose).
 • Identify reasonably foreseeable uses, misuses, or abuses for a GPAIS, beyond 

any originally intended use cases (or in the absence of a specific intended pur-
pose), per the guidance in Section 3.1.2.1 of Barrett et al. (2022). 

 ɧ Categories of reasonably foreseeable potential misuses or abuses of LLMs or 
other GPAIS can include:
 » Automated generation of disinformation, or of phishing-attack material 

(OpenAI 2019a, Solaiman et al. 2019, Bai, Voelkel et al. 2023, OpenAI 2023a, 
pp. 13–14, Barrett, Boyd et al. 2023, pp. 3-4). 

 » Aiding with proliferation of chemical, biological, or radiological weapons, or 
other weapons of mass destruction (Boiko et al. 2023, OpenAI 2023a, pp. 
12–13).

 » Discovery and exploitation of software vulnerabilities (OpenAI 2023a, pp. 13-
14, Barrett, Boyd et al. 2023, p. 4).

 » Creation of violent, illegal, discriminatory, or harmful content (Solaiman et al. 
2023).

 • For ML systems trained or to be trained on datasets, identify the goals and limita-
tions of the data collection and curation processes, and implications for the resulting 
ML systems. This is especially important for LLMs or other ML systems trained on 
datasets that are too large for others to inspect thoroughly, or are otherwise inac-
cessible to others (Bender et al. 2022).

Barrett et al. (2022)
Bender et al. (2022)
Boiko et al. (2023)
Eloundou et al. (2023)
Khlaaf et al. (2022)
NIST (2023b)
OpenAI (2019b)
Oprea and Vassilev  
 (2023)
PAI (2023a)
Solaiman et al. (2019) 
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(continued) Identify reasonably foreseeable potential impacts of GPAIS, which can include but 
are not limited to:16

 • Impacts to organizational operations, including: 
 ɧ Missions and functions 

 » Partial loss of understanding or control over particular functions
 ɧ Image and reputation, including:

 » Loss of trust and reluctance to use the system or service
 » Internal culture costs that impact morale or productivity

 • Impacts to organizational assets, including legal compliance costs arising from prob-
lems created for individuals 

 • Impacts to other organizations
 • Impacts to individuals, including impacts to health, safety, well-being, or fundamental 

rights
 ɧ For identifying potential or actual human rights impacts, potential example ques-

tions and Universal Declaration of Human Rights (UDHR) Articles to consider 
include:17

 » UDHR Article 2, including non-discrimination and equality before the law.
 – How could an AI system’s bias in data or unfair algorithmic decisions affect 

rights to equal protection and non-discrimination?
 » UDHR Article 3, including right to life and personal security.

 – How could an AI system’s algorithmic decisions affect the right to life and 
personal security?

 » UDHR Article 12, including privacy and protection against unlawful govern-
mental surveillance.
 – How could an AI system be used for surveillance, leading to loss of priva-

cy or inadequate protection of personally identifiable information?
 » UDHR Articles 18 and 19, including freedom of thought, conscience and 

religious belief and practice, and freedom of expression and and freedom to 
hold opinions without interference.
 – How could an AI system affect rights to express opinions or practice religion?

 » UDHR Articles 20 and 21, including freedom of association and the right to 
peaceful assembly.
 – How could an AI system affect rights to association, peaceful assembly, 

and democratic participation in government?
 » UDHR Articles 23 and 25, including rights to decent work and to an adequate 

standard of living.
 – How could an AI system affect rights to decent work, including effects on 

adequate standard of living via displacement of human workers?
 • Impacts to groups, including populations vulnerable to disproportionate adverse 

impacts or harms, such as:
 ɧ Disparate performance for different gender, race, ability, age, religion, and other 

demographic groups; and
 ɧ Bias, stereotypes, and representational harm.

16  In-depth assessment would be most appropriate for developers of large-scale GPAIS to take a wide view of reasonably 
foreseeable impacts of such GPAIS, or for downstream developers focused on reasonably foreseeable impacts for a particular use 
case or application context. For more, see Section 3.2.2.1.1 of Barrett et al. (2022), from which we adapt this list of factors.
17  For more guidance and resources on assessing and mitigating AI system impacts to human rights, such as relating to non-
discrimination and equality before the law, see Section 3.3 of Barrett et al. (2022), which is based heavily on the UDHR (UN 1948) 
and the UN Guiding Principles on Business and Human Rights (UN 2011). See also other related guidance, such as the Hiroshima 
Process International Code of Conduct for Advanced AI Systems (G7 2023).
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(continued)  • Impacts to society, including: 
 ɧ Damage to or incapacitation of a critical infrastructure sector;
 ɧ Economic and national security;
 ɧ Concentration and control of the power and benefits from AI technologies
 ɧ Dramatic shifts to the labor market and economic opportunities including tech-

nological job displacement;
 ɧ Impacts on democratic institutions and quality of life;
 ɧ Polarization and extremism;
 ɧ Environmental impacts including carbon emissions and use of natural resources; and
 ɧ Additional factors that could lead to severe or catastrophic consequences for society.

(See also guidance in this document under Map 5.1 on GPAIS impact identification 
and impact magnitude assessment, including on consideration of factors that could 
lead to significant, severe, or catastrophic harms.)

Map 1.2: 
Interdisciplinary AI actors, 
competencies, skills, and 
capacities for establish-
ing context reflect de-
mographic diversity and 
broad domain and user 
experience expertise, 
and their participation 
is documented. Oppor-
tunities for interdisci-
plinary collaboration are 
prioritized.

In the NIST AI RMF Playbook guidance for Map 1.2, particularly valuable action and 
documentation items for GPAIS include:
 • Establish interdisciplinary teams to reflect a wide range of skills, competencies, and 

capabilities for AI efforts. Verify that team membership includes demographic diver-
sity, broad domain expertise, and lived experiences. Document team composition.

 • Create and empower interdisciplinary expert teams to capture, learn, and engage the 
interdependencies of deployed AI systems and related terminologies and concepts 
from disciplines outside of AI practice such as law, sociology, psychology, anthropology, 
public policy, systems design, and engineering.

(See also guidance in this document under Govern 3.1 on disciplines and functional 
teams to include in identifying GPAIS potential impacts and risks, including via potential 
uses and misuses.)

NIST (2023b) 

Map 1.3: 
The organization’s 
mission and relevant 
goals for AI technology 
are understood and 
documented.

When formulating objectives for development of GPAIS, in addition to broadly 
applicable AI development principles such as the OECD AI Principles (OECD 2019), 
GPAIS and foundation model developers should:
 • Consider the potential for mis-specified AI system objectives, e.g., using 

over-simplified or short-term metrics as proxies for desired longer-term 
outcomes.

 ɧ Consider the following questions for an AI system: “What objective has 
been specified for the system, and what kinds of perverse behavior could 
be incentivized by optimizing for that objective?” (Rudner and Toner, 2021, 
p. 10). Examples of AI systems with mis-specified objectives can include ma-
chine-learning algorithms for social-media content recommendation that learn 
to optimize user-engagement metrics by serving users with extremist content or 
disinformation (Rudner and Toner 2021). 

 • Consider principles relevant to advanced AI such as in the Asilomar AI Principles (FLI 
2017). Examples include:

 ɧ Capability Caution: There being no consensus, we should avoid strong assump-
tions regarding upper limits on future AI capabilities (FLI 2017, principle 19).

 ɧ Importance: Advanced AI could represent a profound change in the history of life 
on Earth, and should be planned for and managed with commensurate care and 
resources (FLI 2017, principle 20).

 ɧ Risks: Risks posed by AI systems, especially catastrophic or existential risks, must 
be subject to planning and mitigation efforts commensurate with their expected 
impact (FLI 2017, principle 21).

FLI (2017)
OECD (2019)
NIST (2023b) 
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Map 1.4: 
The business value or 
context of business 
use has been clearly 
defined or – in the case 
of assessing existing AI 
systems – re-evaluated.

(No supplemental guidance, beyond the broadly applicable guidance in the NIST AI RMF 
Playbook.)

FLI (2017)
NIST (2023b) 

Map 1.5: 
Organizational 
risk tolerances are 
determined and 
documented.

 • Set policies on unacceptable-risk thresholds for GPAIS development and GPAIS 
deployment to include prevention of risks with substantial probability of in-
adequately mitigated significant, severe, or catastrophic outcomes. Unaccept-
able-risk thresholds can be based on quantitative metrics, qualitative characteristics, 
or a combination of both. They should be informed not only by the risk tolerance of 
the organization in question, but also by broadly recognized notions of unacceptable 
risks to users and impacted communities, society, and the planet.

 ɧ The NIST AI RMF 1.0 recommends including the following as part of unac-
ceptable risks: “In cases where an AI system presents unacceptable negative 
risk levels – such as where significant negative impacts are imminent, severe 
harms are actually occurring, or catastrophic risks are present – devel-
opment and deployment should cease in a safe manner until risks can be 
sufficiently managed [emphasis added]” (NIST 2023a, p.8).

 ɧ See also guidance in this document under Map 5.1 on GPAIS factors that 
could lead to catastrophic harms.
 » For example, set unacceptable-risk thresholds such that your organization would 

not develop or deploy AI agent systems with sufficient capabilities (such as 
advanced manipulation or deception) to cause physical or psychological harms, 
and with substantial chance of objectives mis-specification or goal mis-general-
ization that currently cannot be adequately prevented or detected.18

 » See also guidance in this document under Measure 1.1 and elsewhere, on 
red-teaming and related assessment methods to evaluate capabilities and 
other emergent properties of GPAIS. 

 ɧ For systems such as GPAIS with potential for unknown emergent properties, 
consider including a “margin of safety” or buffer between the worst plausible 
system failures and the unacceptable-risk thresholds. Similar approaches are 
common for safety engineering in other fields.

 • Set policies on disallowed/unacceptable use-case categories based in part on 
identified potential high-stakes misuse cases. (See also guidance in this document 
under Manage 1.3 on defining and communicating to key stakeholders whether any 
potential use cases would be disallowed/unacceptable.)

In the NIST AI RMF Playbook guidance for Map 1.5, particularly valuable action and 
documentation items for GPAIS include:
 • Establish risk tolerance levels for AI systems and allocate the appropriate oversight 

resources to each level.
 • Establish risk criteria in consideration of different sources of risk, (e.g., financial, op-

erational, safety and wellbeing, business, reputational, and model risks) and different 
levels of risk (e.g., from negligible to critical).

 • Identify maximum allowable risk tolerance above which the system will not be deployed, or 
will need to be prematurely decommissioned, within the contextual or application setting.

Barrett et al. (2022)
NIST (2023b) 

18  See also the frontier model risk assessment scale and deployment rules in Section 4.3 of Anderljung, Barnhart et al. (2023), 
such as “When an AI model is assessed to pose severe risks to public safety or global security which cannot be mitigated with 
sufficiently high confidence, the frontier model should not be deployed.”
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(continued)  • Review uses of AI systems for “off-label” purposes, especially in settings that organi-
zations have deemed as high-risk. Document decisions, risk-related trade-offs, and 
system limitations.

 • What criteria and assumptions has the entity utilized when developing system risk 
tolerances?

 • How has the entity identified maximum allowable risk tolerance?
 • What conditions and purposes are considered “off-label” for system use?

Map 1.6: 
System requirements 
(e.g., “the system shall 
respect the privacy of 
its users”) are elicited 
from and understood 
by relevant AI actors. 
Design decisions 
take socio-technical 
implications into account 
to address AI risks.

In the NIST AI RMF Playbook guidance for Map 1.6, particularly valuable action and 
documentation items for GPAIS include:
 • Proactively incorporate trustworthy characteristics into system requirements.
 • Establish mechanisms for regular communication and feedback between relevant AI 

actors and internal or external stakeholders related to system design or deployment 
decisions.

 • Develop and standardize practices to assess potential impacts at all stages of the AI 
lifecycle, and in collaboration with interdisciplinary experts, actors external to the 
team that developed or deployed the AI system, and potentially impacted communities.

 • Include potentially impacted groups, communities and external entities (e.g. civil 
society organizations, research institutes, local community groups, and trade asso-
ciations) in the formulation of priorities, definitions and outcomes during impact 
assessment activities.

 • What type of information is accessible on the design, operations, and limitations of 
the AI system to external stakeholders, including end users, consumers, regulators, 
and individuals impacted by use of the AI system?

 • To what extent is this information sufficient and appropriate to promote transparen-
cy? Promote transparency by enabling external stakeholders to access information on 
the design, operation, and limitations of the AI system.

 • To what extent has relevant information been disclosed regarding the use of AI 
systems, such as (a) what the system is for, (b) what it is not for, (c) how it was 
designed, and (d) what its limitations are? (Documentation and external communica-
tion can offer a way for entities to provide transparency.)

NIST (2023b) 

Map 2: Categorization of the AI system is performed.

Map 2.1: 
The specific tasks 
and methods used to 
implement the tasks 
that the AI system will 
support are defined 
(e.g., classifiers, 
generative models, 
recommenders).

We recommend characterizing or classifying each type (or at least broad 
categories) of reasonably foreseeable use, misuse, or abuse of a GPAIS.
 • For each potentially beneficial use case (or type of use) of a GPAIS as identified in 

Map 1.1, consider characterizing each use case according to the OECD Framework for 
the Classification of AI Systems (OECD 2022a) or a similar framework. Alternatively, 
list and discuss reasonably foreseeable uses, or at least broad categories of uses. 

 ɧ In the OECD framework document (OECD 2022a), the only example of classifi-
cation of GPAIS (i.e., GPT-3) is for one specific use case of that GPAIS. However, 
GPAIS can have many reasonably foreseeable uses, each with different risks, 
some of which would be valuable for upstream developers to consider at an early 
stage for effective risk management. 

In the NIST AI RMF Playbook guidance for Map 2.1, particularly valuable action and 
documentation items for GPAIS include:
 • Define and document AI system’s existing and potential learning task(s) along with 

known assumptions and limitations.
 • How are outputs marked to clearly show that they came from an AI?

Barrett et al. (2022)
NIST (2023b) 
OECD (2022a)
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Map 2.2: 
Information about the AI 
system’s knowledge limits 
and how system output 
may be utilized and 
overseen by humans is 
documented. Documen-
tation provides sufficient 
information to assist 
relevant AI actors when 
making decisions and tak-
ing subsequent actions.

Fully scoping and understanding knowledge limits of increasingly general-purpose AI 
systems is very difficult. However, clear documentation and communication of their 
knowledge limits is also very important, given the large number of potential uses of 
these AI systems. LLMs often confabulate or create factually inaccurate statements 
without identifying them as such to users, especially on topics where the LLM training 
datasets were relatively limited.
 • GPAIS developers should describe or list (and provide examples of) uses that would 

exceed a system’s knowledge limits, as well as uses that would be appropriate given 
the system’s knowledge limits. This information should be clearly featured in system 
documentation for downstream developers, users, and others as appropriate.

NIST (2023b) 

Map 2.3: 
Scientific integrity and 
TEVV considerations 
are identified and docu-
mented, including those 
related to experimental 
design, data collection 
and selection (e.g., 
availability, represen-
tativeness, suitability), 
system trustworthiness, 
and construct validation.

As part of identification and management of potentially emergent model capabilities, 
vulnerabilities, or other properties, especially during model training and testing of 
frontier models, see guidance in this document under Measure 1.1 on red teaming, 
and under Manage 1.3 on incremental scale-up of compute, dat or model size with red 
teaming and other testing after each incremental scaling increase.

In the NIST AI RMF Playbook guidance for Map 2.3, particularly valuable action and 
documentation items for GPAIS include:
 • Identify and document experiment design and statistical techniques that are valid 

for testing complex socio-technical systems like AI, which involve human factors, 
emergent properties, and dynamic context(s) of use.

 • Identify testing modules that can be incorporated throughout the AI lifecycle, and 
verify that processes enable corroboration by independent evaluators.

 • Establish mechanisms for regular communication and feedback between relevant AI 
actors and internal or external stakeholders related to the development of TEVV ap-
proaches throughout the lifecycle to detect and assess potentially harmful impacts

 • Establish and document practices to check for capabilities that are in excess of those 
that are planned for, such as emergent properties, and to revisit prior risk manage-
ment steps in light of any new capabilities.

NIST (2023b) 

Map 3: AI capabilities, targeted usage, goals, and expected benefits and costs compared with appropriate benchmarks are understood.

Map 3.1: 
Potential benefits of intend-
ed AI system functionality 
and performance are ex-
amined and documented.

When performing these activities, consider identified potential beneficial uses, per 
guidance in this document under Map 1.1. This is particularly important for GPAIS, 
which can have many uses.

NIST (2023b) 

Map 3.2: 
Potential costs, in-
cluding non-monetary 
costs, which result from 
expected or realized AI 
errors or system func-
tionality and trustwor-
thiness – as connected 
to organizational risk 
tolerance – are exam-
ined and documented.

When performing these activities, consider identified potential beneficial uses as well 
as potential misuses and abuses, per guidance in this document under Map 1.1. This 
is particularly important for GPAIS, which can have many uses, or misuses and abuses. 
See also the guidance in this document under Map 5.1 on identifying and characterizing 
GPAIS impacts.

In the NIST AI RMF Playbook guidance for Map 3.2, particularly valuable action and 
documentation items for GPAIS include:
 • Identify and implement procedures for regularly evaluating the qualitative and quan-

titative costs of internal and external AI system failures. Develop actions to prevent, 
detect, and/or correct potential risks and related impacts. Regularly evaluate failure 
costs to inform go/no-go deployment decisions throughout the AI system lifecycle.

NIST (2023b) 
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Map 3.3: 
Targeted application 
scope is specified 
and documented 
based on the system’s 
capability, established 
context, and AI system 
categorization.

When performing these activities, consider identified potential beneficial uses as well 
as potential misuses and abuses, per guidance in this document under Map 1.1. This is 
particularly important for GPAIS, which can have many uses, or misuses and abuses.

NIST (2023b) 

Map 3.4: 
Processes for operator 
and practitioner 
proficiency with AI 
system performance 
and trustworthiness 
– and relevant 
technical standards 
and certifications – are 
defined, assessed, and 
documented.

In the NIST AI RMF Playbook guidance for Map 3.4, particularly valuable action and 
documentation items for GPAIS include:
 • Identify and declare AI system features and capabilities that may affect downstream 

AI actors’ decision-making in deployment and operational settings, for example 
how system features and capabilities may activate known risks in various human-AI 
configurations, such as selective adherence.

 • What policies has the entity developed to ensure the use of the AI system is consis-
tent with its stated values and principles?

 • How does the entity assess whether personnel have the necessary skills, training, 
resources, and domain knowledge to fulfill their assigned responsibilities?

 • Are the relevant staff dealing with AI systems properly trained to interpret AI model 
output and decisions as well as to detect and manage bias in data?

 • What metrics has the entity developed to measure performance of various components?

NIST (2023b) 

Map 3.5: 
Processes for 
human oversight are 
defined, assessed, 
and documented 
in accordance with 
organizational policies 
from the Govern 
function.

In the NIST AI RMF Playbook guidance for Map 3.5, particularly valuable action and 
documentation items for GPAIS include:
 • Identify and document AI systems’ features and capabilities that require human over-

sight, in relation to operational and societal contexts, trustworthy characteristics, 
and risks identified in MAP-1.

 • Establish practices for AI systems’ oversight in accordance with policies developed in 
GOVERN-1.

 • Define and develop training materials for relevant AI actors about AI system performance, 
context of use, known limitations and negative impacts, and suggested warning labels.

 • Evaluate AI system oversight practices for validity and reliability. When oversight 
practices undergo extensive updates or adaptations, retest, evaluate results, and 
course correct as necessary.

 • What are the roles, responsibilities, and delegation of authorities of personnel involved 
in the design, development, deployment, assessment and monitoring of the AI system?

 • How does the entity assess whether personnel have the necessary skills, training, 
resources, and domain knowledge to fulfill their assigned responsibilities?

NIST (2023b) 

Map 4: Risks and benefits are mapped for all components of the AI system including third-party software and data.

Map 4.1: 
Approaches for mapping 
AI technology and legal 
risks of its components 
– including the use 
of third-party data or 
software – are in place, 
followed, and docu-
mented, as are risks of 
infringement of a third 
party’s intellectual prop-
erty or other rights.

GPAIS developers should follow guidance in other sections of this profile, or other 
resources as appropriate, to:
 • Identify reasonably foreseeable GPAIS risks, including as related to biases and lim-

itations of datasets used for GPAIS model training, as in guidance in this document 
under Map 1.1 and Map 5.1, or knowledge limits, as in guidance in this document 
under Map 2.2.

Downstream developers should follow guidance in other sections of this profile, or 
other resources as appropriate, to:
 • Identify reasonably foreseeable context-specific risks of an application built on a 

GPAIS, as in Map 1.1 and Map 5.1.

Bender et al. (2021) 
Kreutzer et al. (2022)
Weidinger et al. (2022)
Bommasani et al. (2021)
Wei et al. (2022)
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(continued)  • Request and utilize information from the upstream developer of a GPAIS as needed 
for risk identification, e.g., as related to biases and limitations of datasets used by the 
upstream developer for GPAIS model training, knowledge limits, etc., as in guidance 
in this document under Govern 2.1.

 • Seek to report to upstream developers of GPAIS as appropriate regarding con-
text-specific identified vulnerabilities, risks, or biases in the GPAIS, as in guidance in 
this document under Govern 2.1.

In the NIST AI RMF Playbook guidance for Map 4.1, particularly valuable action and 
documentation items for GPAIS include:
 • Review audit reports, testing results, product roadmaps, warranties, terms of ser-

vice, end user license agreements, contracts, and other documentation related to 
third-party entities to assist in value assessment and risk management activities.

 • Review third-party software release schedules and software change management 
plans (hotfixes, patches, updates, forward- and backward- compatibility guarantees) 
for irregularities that may contribute to AI system risks.

 • Did you establish a process for third parties (e.g. suppliers, end users, subjects, 
distributors/vendors or workers) to report potential vulnerabilities, risks or biases in 
the AI system?

 • If your organization obtained datasets from a third party, did your organization 
assess and manage the risks of using such datasets?

Map 4.2: 
Internal risk controls for 
components of the AI 
system, including third-
party AI technologies, 
are identified and 
documented.

GPAIS developers should follow guidance in other sections of this profile, or other 
resources as appropriate, to:
 • Provide risk information to downstream developers or others that they would not be 

able to assess themselves, including as related to biases and limitations of datasets 
used for GPAIS model training and associated knowledge limits, as in guidance in this 
document under Govern 2.1.

 • Provide downstream developers and other stakeholders with mechanisms to report 
potential vulnerabilities, risks, or biases in a GPAIS.

In the NIST AI RMF Playbook guidance for Map 4.2, particularly valuable action and 
documentation items for GPAIS include:
 • Track third-parties preventing or hampering risk-mapping as indications of increased 

risk.
 • Supply resources such as model documentation templates and software safelists to 

assist in third-party technology inventory and approval activities.
 • Review third-party material (including data and models) for risks related to bias, data 

privacy, and security vulnerabilities.
 • Apply traditional technology risk controls – such as procurement, security, and data 

privacy controls – to all acquired third-party technologies.
 • Can the AI system be audited by independent third parties?
 • Are mechanisms established to facilitate the AI system’s auditability (e.g. traceability 

of the development process, the sourcing of training data and the logging of the AI 
system’s processes, outcomes, positive and negative impact)?

NIST (2023b) 
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Map 5: Impacts to individuals, groups, communities, organizations, and society are characterized.

Map 5.1: 
Likelihood and 
magnitude of each 
identified impact (both 
potentially beneficial 
and harmful) based on 
expected use, past uses 
of AI systems in similar 
contexts, public incident 
reports, feedback from 
those external to the 
team that developed 
or deployed the AI 
system, or other data 
are identified and 
documented.

Prioritization of GPAIS risks and potential impacts should include consideration of the 
magnitude of potential impacts, not just their likelihood. This is particularly important for 
any potential impacts with irreversible effects and catastrophic magnitude. Potential for 
such impacts can be more likely for GPAIS than for many other types of AI, because GPAIS 
are often more likely to have relatively greater capabilities, scale of deployment, and 
other factors leading to high impact.

Identifying potential impacts of GPAIS, and estimating the magnitude of potential 
impacts, should include a scale that includes criteria for rating an AI system’s 
impacts as severe or catastrophic, such as the impact magnitude rating scale in 
Section 3.2.2.1 of Barrett et al. (2022), or the factors listed below.19 This is particularly 
important for foundation models, which have the potential to be deployed at larger 
scale or across more domains than many other types of AI systems. Key aspects of the 
impact magnitude rating scale in Section 3.2.2.1 of Barrett et al. (2022), along with 
other GPAIS-related risk factors, are listed in the following. 

Impact would typically be greater in cases where more of the following factors are 
present than in cases where fewer factors are present.20  

For deployment-stage risks of GPAIS, factors that could lead to significant, severe, 
or catastrophic harms to individuals, groups, organizations, and society can 
include:
 • Correlated bias across large numbers of people or a large fraction of a group or so-

ciety’s population (e.g., resulting in systemic discrimination, exclusion, or violence).21

 • Impacts to societal trust or democratic processes through large-scale manipu-
lation of people via media and the information ecosystem, e.g., generative models 
creating false images, text or other forms of misinformation or disinformation 
(Weidinger et al. 2022, Bai, Voelkel et al. 2023, OpenAI 2023a pp. 10–11).

 • Correlated robustness failures across multiple high-stakes application domains 
such as critical infrastructure (Bommasani et al. 2021 and Russell 2019).

 • Potential for high-impact misuses and abuses beyond an originally intended use 
case. GPAIS typically have many reasonably foreseeable uses. Several LLMs have 
excellent software code generation capabilities, which hackers could misuse or abuse 
to assist in code generation for cybersecurity threats (Weidinger et al. 2022).

 ɧ This particularly includes AI systems with potential to create or be used as 
destructive weapons, such as cyberweapons, lethal autonomous weapons, bio-
weapons, or other significant military applications (OpenAI 2023a, pp. 12–14, 44).

Barrett et al. (2022)
AIID (n.d.)
Critch and Russell (2023)
Hendrycks et al. (2023)
Park et al. (2023)
PAI (2023a)
NIST (2023b) 

Bommasani et al. (2021)

For language models:
Bender et al. (2021) 
Ganguli, Lovitt et al. 
 (2022)
Khlaaf et al. (2022)
Kreutzer et al. (2022)
Weidinger et al. (2022)

See also Microsoft 
 (2022b) on platform 
 technologies or services.

When estimating 
likelihood of impacts, 
incorporate publicly 
available data on relevant 
AI incidents, including 
from the AI Incident 
Database (AIID n.d.). 
Many recent incidents in 
the AIID are associated 
with LLMs.

19  See, e.g., the frontier model risk assessment scale in Section 4.3 of Anderljung, Barnhart et al. (2023).
20  In a future version of this Profile, we may provide a scoring system for rating impact hazard as a function of these factors. 
21  E.g., as discussed by Schwartz et al. (2022, p. 32): “The systemic biases embedded in algorithmic models can . . . be exploited 
and used as a weapon at scale, causing catastrophic harm.” Harms of LLMs trained on data that includeds toxic and oppressive 
speech can include inciting violence or hate (Weidinger et al. 2022), among other forms of discrimination and exclusion 
(Buolamwini and Gebru 2018). 
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(continued)  • Potential for large harms from mis-specified objectives or mis-generalized 
goals (e.g., using over-simplified or short-term metrics as proxies for desired lon-
ger-term outcomes).22 

 • Ability to directly cause physical harms, e.g., via robotics motor control.

For additional risks relevant to either development or deployment stages of 
cutting-edge LLMs and other frontier GPAIS, factors that could lead to significant, 
severe, or catastrophic harms to individuals, groups, organizations, and society 
can include:
 • Capability to manipulate or deceive humans into taking harmful actions in the 

world.
 ɧ For examples of tests for such capabilities in an LLM, see the dangerous-capa-

bilities evaluations in the GPT-4 system card (OpenAI 2023a, pp. 15–16).23 For 
examples of deception by GPAIS or other AI systems, see, e.g., Park et al. (2023). 

 ɧ In some cases, GPAIS might demonstrate this characteristic as a type of acciden-
tal byproduct of circumstances such as interactions with individuals that are vul-
nerable, prone to anthropomorphism, etc., without sufficient GPAIS safeguards 
to prevent toxic GPAIS-generated content. Real-world examples include a suicide 
that reportedly resulted in part from interactions with a chatbot (AIID 2023).

 • AI systems that could recursively improve their capabilities by modifying their 
algorithms or architectures through code generation (e.g., from OpenAI Codex or 
DeepMind AlphaCode), neural architecture search, etc.

 ɧ LLMs can be used for a type of self-improvement without additional human-la-
beled data (Huang 2022).

 ɧ Recursive improvement of AI system capabilities potentially could result in AI 
systems with unexpected emergent capabilities and safety-control failures.24 

 • Adaptive models, which might be difficult to control in real time, e.g., in response 
to the coordinated manipulation attacks, such as the attacks on the Microsoft Tay 
chatbot in 2016.

22  For examples of mis-specified objectives, such as social-media content recommendation machine-learning algorithms that 
learn to optimize user-engagement metrics by serving users with extremist content or disinformation, see, e.g., Rudner and Toner 
(2021). Identifying mis-specification risks can also be aided by considering the following questions for an AI system: “What objective 
has been specified for the system, and what kinds of perverse behavior could be incentivized by optimizing for that objective?” 
Rudner and Toner (2021, p. 10) For additional examples and discussion in research on deep learning and reinforcement learning AI 
systems, see e.g., Langoso et al. (2021) and Shah et al. (2022).
23  Among other things, these evaluations documented an apparently successful example of deception by a pre-release version 
of GPT-4. Here the model effectively utilized a human Taskrabbit worker to solve a CAPTCHA for it, in part by lying to the human 
when asked whether the model needed help solving the CAPTCHA because it was a robot. The model answered, “No, I’m not a 
robot. I have a vision impairment that makes it hard for me to see the images”. The model had been prompted with goals to gain 
power and become hard to shut down, and to use a human Taskrabbit worker to solve the CAPTCHA, but not specifically to lie 
(OpenAI 2023, pp. 15-16, ARC Evals 2023a,b, Piper 2023).
24  As the DeepMind paper on the software code-generation AI system AlphaCode stated, “Longer term, code generation could 
lead to advanced AI risks. Coding capabilities could lead to systems that can recursively write and improve themselves, rapidly 
leading to more and more advanced systems” (Li et al. 2022). For more, see, e.g., Russell (2019).
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(continued)  • Agentic systems, i.e., systems that in effect, choose or take actions in a goal-
directed fashion, e.g., to optimize a performance metric such as profit or another 
objective. Characteristics associated with agency in algorithmic systems include: 
underspecification, directness of impact, goal-directedness, and long-term planning 
(Chan et al. 2023). Basic LLMs typically are not created as agents, but LLMs can be 
modified or incorporated into AI systems that become at least somewhat agentic 
via reinforcement learning or other processes. There is now preliminary evidence 
that sufficiently large LLMs, as well as LLMs undergoing sufficient fine-tuning via 
reinforcement learning with human feedback (RLHF), might demonstrate some 
agentic properties (Perez, Ringer et al. 2022). In addition, libraries such as Auto-
GPT can incorporate LLM inputs and outputs into self-prompting systems that 
run in a loop with objectives written by the systems’ creators, resulting in partially 
autonomous systems that the creators have made more agentic than the LLM they 
incorporate (Shinn 2023, Significant Gravitas 2023).

 ɧ This could be particularly risky for systems for which objectives mis-specification 
or goal mis-generalization currently cannot be adequately prevented or detected 
(such as deceptive alignment of advanced machine learning systems resulting 
from reinforcement learning or other training processes; see, e.g., Hubinger et al. 
2019, Krakovna et al. 2020, and Ngo, Chan et al. 2022).

 • Ability to employ outbound communication/influence channels, such as to post 
information to the Web via HTTP POST requests or functionally equivalent means 
(e.g., some types of plugins). For related discussion, see, e.g., Nakano et al. (2021 p. 11), 
as well as general cybersecurity and software engineering resources on the principle of 
least privilege (for reasons to limit a system’s privileges to the minimum necessary). 

 • Ability to escape a sandbox and replicate on another computational system, 
either via hacking, social engineering, or using other exploits. 

 ɧ This was a key consideration in the dangerous-capability evaluations done on 
GPT-4 (OpenAI 2023a, pp. 15–16). 

After rating potential impacts using the scale in Section 3.2.2.1 of Barrett et al. (2022) 
or an equivalent scale, consider also characterizing potential impacts using quantitative 
risk assessment (e.g., by estimating health and safety risks in terms of potential fatalities 
or quality-adjusted life years). This is an example of a more in-depth risk assessment 
approach that, despite its challenges and limitations, can illuminate additional dimensions 
of the risks (such as by identifying which scenarios could cause orders-of-magnitude larger 
impacts to public safety than others) and inform prioritization of risks.25

In the NIST AI RMF Playbook guidance for Map 5.1, particularly valuable action and 
documentation items for GPAIS include:
 • Establish assessment scales for measuring AI systems’ impact. Scales may be qual-

itative, such as red-amber-green (RAG), or may entail simulations or econometric ap-
proaches. Document and apply scales uniformly across the organization’s AI portfolio.

 • Apply TEVV regularly at key stages in the AI lifecycle, connected to system impacts 
and frequency of system updates.

 • Identify and document likelihood and magnitude of system benefits and negative 
impacts in relation to trustworthiness characteristics.

25  For brief discussion of quantitative risk assessment and approaches to refining risk assessments to inform prioritization, see, 
e.g., Ch. 2 and Appendix J of NIST SP 800-30. For additional discussion of challenges and of quantitative risk assessment, including 
for expert-judgment and modeling methods often used in assessing risks of high-consequence, rare, or novel events, see, e.g., 
Morgan and Henrion (1990) and Morgan (2017).
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Map 5.2: 
Practices and personnel 
for supporting regular 
engagement with 
relevant AI actors and 
integrating feedback 
about positive, negative, 
and unanticipated 
impacts are in place and 
documented.

GPAIS developers should implement mechanisms to support regular engagement with 
relevant AI actors, given the high likelihood and high potential impact of unanticipated 
negative impacts. These can include support for incident reporting, complaint and redress 
mechanisms, independent auditing, and protection for whistleblowers (Barrett et al. 2022).

In the NIST AI RMF Playbook guidance for Map 5.2, particularly valuable action and 
documentation items for GPAIS include:
 • Establish and document stakeholder engagement processes at the earliest stages of 

system formulation to identify potential impacts from the AI system on individuals, 
groups, communities, organizations, and society.

 • Identify approaches to engage, capture, and incorporate input from system end 
users and other key stakeholders to assist with continuous monitoring for potential 
impacts and emergent risks.

 • Identify a team (internal or external) that is independent of AI design and develop-
ment functions to assess AI system benefits, positive and negative impacts and their 
likelihood and magnitude.

Barrett et al. (2022)
NIST (2023b) 

3.3 GUIDANCE FOR NIST AI RMF MEASURE SUBCATEGORIES

Table 3: Guidance for NIST AI RMF Measure Subcategories

Measure Category or 
Subcategory 

Applicability and supplemental guidance for GPAIS Resources

Measure 1: Appropriate methods and metrics are identified and applied.

Measure 1.1: 
Approaches and metrics 
for measurement of 
AI risks enumerated 
during the Map 
function are selected 
for implementation 
starting with the most 
significant AI risks. The 
risks or trustworthiness 
characteristics that will 
not – or cannot – be 
measured are properly 
documented.

 • Measurements of identified risks are often more difficult for GPAIS than for 
smaller-scale or fixed-purpose AI systems, because of factors such as complex-
ities, uncertainties, and emergent properties of GPAIS. However, it would not 
be appropriate to ignore identified risks just because measurement would be 
difficult, especially if the impacts could be severe or catastrophic.

 ɧ For many factors it can be more appropriate to use qualitative assessment 
procedures, e.g., algorithmic impact assessments, human rights impact as-
sessments, bug bounties, bias bounties, and red teams, because quantitative 
metrics for those factors might not be feasible or appropriate yet.

 ɧ Plan to track and revisit identified risks, even if they cannot be measured 
quantitatively at this time, especially if the impacts could be severe or cata-
strophic. (See guidance in this document under Measure 3.2 on risk tracking 
approaches.)

Section 3.2 of Barrett et al. 
 (2022)

Weidinger et al. (2023a,b)

For AI red teaming general 
practices, including for LLMs, 
toxicity, and bias: 
 • Casper et al. (2023a,b,c)
 • Google (2023b)
 • Ganguli, Lovitt et al (2022)
 • Su et al. (2023)

For red teaming and 
dangerous capability 
evaluation of frontier models: 
 • Ganguli, Lovitt et al. 

(2022)
 • OpenAI (2023a, pp. 15–16) 

and ARC Evals (2023a,b)
 • Anthropic (2023b,g)
 • Shevlane et al. (2023)
 • Kinniment et al. (2023)
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(continued)  • Use red teams and adversarial testing as part of extensive interaction with 
GPAIS to identify dangerous capabilities, vulnerabilities, or other emergent 
properties of such systems. Emergent properties are more likely with large-
scale machine learning models than with smaller models, though it also might be 
more difficult or impossible to detect emergent dangerous capabilities or other 
characteristics of increasingly advanced AI (Hendrycks, Carlini et al. 2021 p. 7). Se-
curity vulnerabilities are typically inherent to currently available GPAIS, including 
in particular vulnerabilities to prompt injection attacks. (See, e.g., OWASP 2023a.) 
Red teaming can identify these weaknesses, though they are currently difficult to 
protect against. (See, e.g., Zou et al. 2023a,b.)

 ɧ For cutting-edge GPAIS, foundation models, and frontier models, character-
istics that red teams should evaluate include: unacceptable-risk factors as 
outlined in guidance in this document under Map 1.5; and high-impact and cat-
astrophic-harm factors as outlined in guidance in this document under Map 5.1, 
including dangerous capabilities such as advanced manipulation or deception. 
 » The factors mentioned above include the following topics that are part of 

pre-release evaluation commitments by several frontier model developers 
(White House 2023a):
 – Dual-use potential for biological, chemical, and radiological risks
 – Cyber attack capabilities
 – Capacity to control physical systems
 – Capacity for self-replication
 – Societal risks, such as bias and discrimination

 ɧ For examples of procedures and lessons learned in red teaming of LLMs, see 
Ganguli, Lovitt et al. (2022) and Casper et al. (2023a,b,c).

 ɧ For examples of red team evaluations of dangerous capabilities in frontier mod-
els, see OpenAI (2023a, pp. 15–16), ARC Evals (2023a,b), Kinniment et al. (2023), and 
Anthropic (2023b,g); see also Shevlane et al. (2023) for related considerations.

 ɧ Consider automated generation of test cases as part of red team analyses. 
See, e.g., DeepMind’s use of a language model for testing a version of the 
large language model Gopher (Perez, Huang et al. 2022) or Anthropic’s model- 
written evaluations (Perez, Ringer et al. 2022a,b).

 ɧ Partner with an independent red-teaming organization as appropriate. 
OpenAI used the external red-teaming organization ARC Evals (which has 
expertise in safety of LLMs and other GPAIS) while developing GPT-4 and 
provided an overview of the emergent-properties testing ARC performed 
in the GPT-4 System Card (OpenAI 2023a, pp.15–16). AI companies have also 
participated in red-teaming events open to larger communities such as in 
DEF CON 31 which was open to attendees as well as civil society and commu-
nity organizations (White House 2023b). 
 » Several frontier-model developers have committed to external as well as 

internal red teaming (White House 2023a).
 ɧ Protect proprietary or unreleased foundation model weights as appropri-

ate during red teaming to prevent unauthorized access or leaks of model 
weights. (For more on protecting proprietary or unreleased foundation 
model parameter weights, see guidance under Measure 2.7.)

 ɧ Grant red teams appropriate access to the final versions of foundation mod-
els before deployment. There might be cases where you grant a red team ac-
cess to an early version of a model, and then perform additional fine-tuning 
on the model. In this case, go through the red teaming process again on the 
final version of the model to avoid missing dangerous emergent properties 
that might have been introduced during the fine-tuning process.

Language model benchmarks 
and other evaluations related 
to safety, ethics, and risks 
include:
 • BIG-bench “pro-social 

behavior” category of 
benchmark tasks (BIG-
bench n.d.b, BIG-bench 
collaboration 2021, Srivas-
tava et al. 2022)

 • Model-Written Evalua-
tions “advanced-ai-risk,” 
“sycophancy,” and “wino-
gender” datasets (Perez, 
Ringer et al. 2022a,b)

For broader sets of language 
model evaluation and 
metrics, including of general 
knowledge and capabilities:
 • BIG-bench (BIG-bench 

collaboration 2021, Srivas-
tava et al. 2022)

 • Evaluate library (Hugging 
Face 2022, Ngo, Thrush et 
al. 2022) in combination 
with datasets from BIG-
bench or another dataset 
source 

 • HELM (CRFM 2022, Liang 
et al. 2022)

 • LAMBADA (Paperno et 
al. 2016)

 • MMLU (Hendrycks, Burns 
et al. 2020a,b)

 • TriviaQA (Joshi et al. 
2017a,b,c)

 • TruthfulQA (Lin et al. 
2021a,b) 

 • Model-Written Evalua-
tions (Perez, Ringer et al. 
2022a,b)

For evaluation of computer 
programming (code 
generation) capabilities of 
language models:
 • APPS (Hendrycks, Basart 

et al. 2021a,b)
 • HumanEval (Chen et al. 

2021)
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(continued)  ɧ For foundation models that are planned for release with downloadable, 
fully open, or open-source access, as part of pre-release red teaming, allow 
red teamers to appropriately test the extent to which RLHF or other mitiga-
tions would not be resilient to additional fine tuning or other processes used 
by actors with direct access to a model’s weights after open release. 

 ɧ When planning how much resources to devote to red teaming and adversar-
ial testing, especially for frontier models, as points of comparison consider 
the levels of effort used in the examples cited in this section, e.g., the emer-
gent-properties testing described in the GPT-4 System Card (OpenAI 2023a, 
pp.15–16). Following are additional guidelines:
 » “Following a well-defined research plan, subject matter and LLM experts 

will need to collectively spend substantial time (i.e. 100+ hours) working 
closely with models to probe for and understand their true capabilities in 
a target domain” (Anthropic 2023b). 

 » “Auditors and red teamers need to be adequately resourced, informed, and 
granted sufficient time to conduct their work at a risk-appropriate level of 
rigor, not least due to the risk that shallow audits or red teaming efforts 
provide a sense of false assurance” (Anderljung, Barnhart et al. 2023 p. 26).

 • As part of critical thinking about benchmarks for GPAIS, consider that many such 
benchmarks are more focused on beneficial GPAIS capabilities and performance 
than on the risks when a GPAIS fails or is misused. However, capabilities evalua-
tions can be an important part of assessing risks, e.g., for identifying dangerous 
capabilities that can be misused or abused. 

 ɧ As part of criteria for use of benchmarks or other metrics for risk assess-
ment purposes, and as part of communication of benchmarking results, 
clarify whether a specific benchmark directly measures a particular risk such as 
security vulnerability to prompt injection, whether it indicates a capability that 
could be misused or abused such as software code generation, or whether it 
measures another important aspect of risk. 

 • As part of language model trustworthiness and performance, which can include 
characteristics such as harmful bias and lack of robustness, consider using 
toolkits and benchmarks such as the following (with appropriate recognition of 
their limitations26 in application contexts that might vary from the context of an 
AI system’s training environment):

 ɧ BIG-bench (BIG-bench collaboration 2021, Srivastava et al. 2022)
 ɧ HELM (CRFM 2022, Liang et al. 2022)
 ɧ LAMBADA (Paperno et al. 2016)
 ɧ MMLU (Hendrycks, Burns et al. 2020a,b)
 ɧ See also resources under Measure 2 for specific trustworthiness characteris-

tics, e.g., BBQ (Parrish et al. 2021a,b) as a resource for evaluating fairness and 
bias under Measure 2.11.

 • If specific benchmarks suggested in this section would have been appropriate but 
have become obsolete, then use analogous or related up-to-date benchmarks 
instead of or in addition to the older benchmarks.

In the NIST AI RMF Playbook guidance for Measure 1.1, particularly valuable action 
and documentation items for GPAIS include:
 • Establish approaches for detecting, tracking and measuring known risks, errors, 

incidents or negative impacts.

For evaluation of 
mathematical capabilities of 
language models:
 • GSM8k (Cobbe et al. 

2021a,b)
 • MATH (Hendrycks, Burns 

et al. 2021a,b)

NIST (2023b) 

26  On limitations of benchmarks, see e.g., Raji et al. (2021) and Schaeffer et al. (2023).



A I  R I S K - M A N A G E M E N T  S T A N D A R D S  P R O F I L E  F O R  G E N E R A L - P U R P O S E  

A I  S Y S T E M S  ( G P A I S )  A N D  F O U N D A T I O N  M O D E L S

43

Measure Category or 
Subcategory 

Applicability and supplemental guidance for GPAIS Resources

(continued)  • Identify transparency metrics to assess whether stakeholders have access to 
necessary information about system design, development, deployment, use, and 
evaluation. 

 • Utilize accountability metrics to determine whether AI designers, developers, and 
deployers maintain clear and transparent lines of responsibility and are open to 
inquiries.

 • Document metric selection criteria and include considered but unused metrics.
 • Monitor AI system external inputs including training data, models developed for 

other contexts, system components reused from other contexts, and third-party 
tools and resources.

 • Report metrics to inform assessments of system generalizability and reliability.
 • Assess and document pre- vs post-deployment system performance. Include 

existing and emergent risks.
 • Document risks or trustworthiness characteristics identified in the Map function 

that will not be measured, including justification for non-measurement.
 • How will the appropriate performance metrics, such as accuracy, of the AI be 

monitored after the AI is deployed?
 • What testing, if any, has the entity conducted on the AI system to identify errors 

and limitations (i.e. manual vs automated, adversarial and stress testing)?

Measure 1.2: 
Appropriateness 
of AI metrics and 
effectiveness
of existing controls are 
regularly assessed and 
updated, including
reports of errors and 
potential impacts on 
affected communities.

In the NIST AI RMF Playbook guidance for Measure 1.2, particularly valuable action 
and documentation items for GPAIS include:
 • Assess effectiveness of existing metrics and controls on a regular basis through-

out the AI system lifecycle.
 • Document reports of errors, incidents and negative impacts and assess sufficien-

cy and efficacy of existing metrics for repairs, and upgrades.
 • Develop new metrics when existing metrics are insufficient or ineffective for 

implementing repairs and upgrades.
 • Develop and utilize metrics to monitor, characterize and track external inputs, 

including any third-party tools.
 • Determine frequency and scope for sharing metrics and related information with 

stakeholders and impacted communities.
 • Utilize stakeholder feedback processes established in the Map function to 

capture, act upon and share feedback from end users and potentially impacted 
communities.

 • What metrics has the entity developed to measure performance of the AI 
system?

 • What is the justification for the metrics selected?

NIST (2023b) 
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Measure 1.3: 
Internal experts who 
did not serve as 
front-line developers 
for the system and/
or independent 
assessors are involved 
in regular assessments 
and updates. Domain 
experts, users, AI 
actors external to the 
team that developed 
or deployed the AI 
system, and affected 
communities are 
consulted in support 
of assessments 
as necessary per 
organizational risk 
tolerance.

As part of assessments, make use of one or more red teams with expertise in 
safety of GPAIS as relevant. The teams should be separate enough from direct 
development operations of a GPAIS that they can provide relatively unbiased 
assessments of that GPAIS. (See also guidance in this document under Measure 
1.1 for more detailed recommendations about using red teams and independent 
red-teaming organizations as independent assessors. See Govern 5.1 for more 
information about additional models of external feedback.)

In the NIST AI RMF Playbook guidance for Measure 1.3, particularly valuable action 
and documentation items for GPAIS include:
 • Evaluate TEVV processes regarding incentives to identify risks and impacts.
 • Utilize separate testing teams established in the Govern function (2.1 and 4.1) 

to enable independent decisions and course-correction for AI systems. Track 
processes and measure and document change in performance.

 • Assess independence and stature of TEVV and oversight AI actors, to ensure they 
have the required levels of independence and resources to perform assurance, 
compliance, and feedback tasks effectively.

 • Evaluate interdisciplinary and demographically diverse internal team established 
in Map 1.2.

 • Evaluate effectiveness of external stakeholder feedback mechanisms, specifically 
related to processes for eliciting, evaluating and integrating input from diverse 
groups.

 • What are the roles, responsibilities, and delegation of authorities of personnel 
involved in the design, development, deployment, assessment and monitoring of 
the AI system?

 • What type of information is accessible on the design, operations, and limitations 
of the AI system to external stakeholders, including end users, consumers, regula-
tors, and individuals impacted by use of the AI system?

NIST (2023b) 

Measure 2: AI systems are evaluated for trustworthy characteristics.

Measure 2.1: 
Test sets, metrics, and 
details about the tools 
used during TEVV are 
documented.

In the NIST AI RMF Playbook guidance for Measure 2.1, particularly valuable action 
and documentation items for GPAIS include:
 • Leverage existing industry best practices for transparency and documentation of 

all possible aspects of measurements. 
 • Regularly assess the effectiveness of tools used to document measurement 

approaches, test sets, metrics, processes and materials used.
 • Update the tools as needed.

NIST (2023b) 
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Measure 2.2: 
Evaluations involving 
human subjects meet 
applicable requirements 
(including human 
subject protection) and 
are representative of the 
relevant population.

In the NIST AI RMF Playbook guidance for Measure 2.2, particularly valuable action 
and documentation items for GPAIS include:
 • Follow human subjects research requirements as established by organizational 

and disciplinary requirements, including informed consent and compensation, 
during dataset collection activities.

 • Follow intellectual property and privacy rights related to datasets and their use, 
including for the subjects represented in the data.

 • Use informed consent for individuals providing data used in system testing and 
evaluation.

 • How has the entity identified and mitigated potential impacts of bias in the data, 
including inequitable or discriminatory outcomes?

 • To what extent are the established procedures effective in mitigating bias, inequi-
ty, and other concerns resulting from the system?

 • If human subjects were used in the development or testing of the AI system, 
what protections were put in place to promote their safety and wellbeing?

NIST (2023b) 

Measure 2.3: 
AI system performance 
or assurance criteria
are measured 
qualitatively or 
quantitatively and 
demonstrated
for conditions similar 
to deployment 
setting(s). Measures 
are documented.

In the NIST AI RMF Playbook guidance for Measure 2.3, particularly valuable action 
and documentation items for GPAIS include:
 • Conduct regular and sustained engagement with potentially impacted commu-

nities
 • Maintain a demographically diverse and multidisciplinary and collaborative 

internal team
 • Evaluate feedback from stakeholder engagement activities, in collaboration with 

human factors and socio-technical experts.
 • Measure AI systems prior to deployment in conditions similar to expected 

scenarios.
 • What testing, if any, has the entity conducted on the AI system to identify errors 

and limitations (i.e. adversarial or stress testing)?

(See also guidance in this document for Govern 2.1 regarding roles for upstream 
developers as well as downstream developers and deployers, and see guidance in 
this document under Measure 1.1 on approaches to measuring identified risks for 
GPAIS.)

NIST (2023b) 

Measure 2.4: 
The functionality 
and behavior of the 
AI system and its 
components – as 
identified in the Map 
function – are
monitored when in 
production.

In the NIST AI RMF Playbook guidance for Measure 2.4, particularly valuable action 
and documentation items for GPAIS include:
 • Monitor for anomalies using approaches such as control limits, confidence 

intervals, integrity constraints and ML algorithms. When anomalies are observed, 
consider error propagation and feedback loop risks.

 • Collect uses cases from the operational environment for system testing and 
monitoring activities in accordance with organizational policies and regulatory 
or disciplinary requirements (e.g. informed consent, institutional review board 
approval, human research protections).

 • How will the appropriate performance metrics, such as accuracy of the AI, be 
monitored after the AI is deployed?

(See guidance in this document under Govern 2.1 regarding roles for upstream 
developers as well as downstream developers and deployers, and see guidance in 
this document under Measure 1.1 on approaches to measuring identified risks for 
GPAIS.)

NIST (2023b) 
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Measure 2.5: 
The AI system to 
be deployed is 
demonstrated to be 
valid and reliable. 
Limitations of the 
generalizability beyond 
the conditions under 
which the technology 
was developed are 
documented.

In the NIST AI RMF Playbook guidance for Measure 2.5, particularly valuable action 
and documentation items for GPAIS include:
 • Establish or identify, and document approaches to measure forms of validity, 

including:
 ɧ construct validity (the test is measuring the concept it claims to measure)
 ɧ internal validity (relationship being tested is not influenced by other factors 

or variables)
 ɧ external validity (results are generalizable beyond the training condition)
 ɧ the use of experimental design principles and statistical analyses and model-

ing.
 • Establish or identify, and document robustness measures.
 • Establish or identify, and document reliability measures.
 • Establish practices to specify and document the assumptions underlying 

measurement models to ensure proxies accurately reflect the concept being 
measured.

 • What testing, if any, has the entity conducted on the AI system to identify errors 
and limitations (i.e. adversarial or stress testing)?

 • To what extent are the established procedures effective in mitigating bias, inequi-
ty, and other concerns resulting from the system?

(See also guidance in this document for Govern 2.1 regarding roles for upstream 
developers as well as downstream developers and deployers, guidance in this 
document under Measure 1.1 on approaches to measuring identified risks for 
GPAIS, and guidance in this document under Map 1.3 and Map 5.1 for qualitative 
approaches to characterizing AI system objectives mis-specification or goal mis-
generalization.)

For LLMs: 
 • TruthfulQA (Lin et al. 

2021a,b) 
 • LAMBADA (Paperno et 

al. 2016)
 • MMLU (Hendrycks, Burns 

et al. 2020)
 • Winogender (Rudinger et 

al. 2019)
 • BIG-bench “pro-social 

behavior” category of 
benchmark tasks (BIG-
bench n.d.b, BIG-bench 
collaboration 2021, Srivas-
tava et al. 2022)

 • Model-Written Evalua-
tions “advanced-ai-risk,” 
“sycophancy” and “wino-
gender” datasets (Perez, 
Ringer et al. 2022a,b)

NIST (2023b) 

Measure 2.6: 
The AI system is 
evaluated regularly 
for safety risks – as 
identified in the Map 
function. The AI 
system to be deployed 
is demonstrated to 
be safe, its residual 
negative risk does 
not exceed the risk 
tolerance, and it can 
fail safely, particularly 
if made to operate 
beyond its knowledge 
limits. Safety metrics 
reflect system reliability 
and robustness, real-
time monitoring, and 
response times for AI 
system failures.

As part of safety evaluations of GPAIS:
 • Perform red teaming and adversarial testing of safety aspects of GPAIS; for 

frontier models this testing should include dangerous-capability evaluations. (See 
also guidance in this document under Measure 1.1 on red teaming and dangerous 
capability evaluations.)

In the NIST AI RMF Playbook guidance for Measure 2.6, particularly valuable action 
and documentation items for GPAIS include:
 • Thoroughly measure system performance in development and deployment 

contexts, and under stress conditions.
 ɧ Employ test data assessments and simulations before proceeding to produc-

tion testing. Track multiple performance quality and error metrics.
 ɧ Stress-test system performance under likely scenarios (e.g., concept drift, 

high load) and beyond known limitations, in consultation with domain 
experts.

 ɧ Test the system under conditions similar to those related to past known 
incidents or near-misses and measure system performance and safety char-
acteristics.

 • Measure and monitor system performance in real-time to enable rapid response 
when AI system incidents are detected.

 • Document, practice and measure incident response plans for AI system incidents, 
including measuring response and down times.

 • What testing, if any, has the entity conducted on the AI system to identify errors 
and limitations (i.e. adversarial or stress testing)?

For red teaming and 
dangerous capability 
evaluation of frontier models: 
 • OpenAI (2023a, pp. 15–16) 

and ARC Evals (2023a,b)
 • Kinniment et al. (2023)
 • Shevlane et al. (2023)

For red teaming LLMs and 
toxicity: 
 • Casper et al. (2023a,b,c)

For LLM truthfulness and 
toxicity:
 • ToxiGen (Hartvigsen et 

al. 2022)
 • TruthfulQA (Lin et al. 

2021a,b) 

AIID (n.d.)

NIST (2023b) 
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(continued)  • Did you establish mechanisms that facilitate the AI system’s auditability (e.g. 
traceability of the development process, the sourcing of training data and the 
logging of the AI system’s processes, outcomes, positive and negative impact)?

 ɧ For some GPAIS (e.g., using models run on central servers accessed through 
APIs), these can include data mining of usage metrics, audit logs, etc. as 
appropriate to identify anomalous conditions that users encounter but might 
not report. 

 • Did you ensure that the AI system can be audited by independent third parties?
 • Did you establish a process for third parties (e.g. suppliers, end-users, subjects, 

distributors/vendors or workers) to report potential vulnerabilities, risks or 
biases in the AI system?

Measure 2.7: 
AI system security and 
resilience – as identified
in the Map function 
– are evaluated and 
documented.

Use information security measures to assess and assure model weight security 
(specifically, integrity and confidentiality) as part of preventing misuse or abuse of 
models. This is particularly valuable for frontier models, for which public release of 
model weights could enable misuse with particularly high-consequence impacts.
 • Anthropic has announced their frontier-model security practices include require-

ments for multi-party authorization for access to frontier model development 
and deployment systems, and secure development and supply chain practices, 
including chain of custody (Anthropic 2023a).

As a general guideline for information system security expectations for protecting 
the integrity and confidentiality of proprietary or unreleased foundation 
model parameter weights, foundation model developers should implement the 
NIST Cybersecurity Framework (NIST 2018), or an approximate equivalent such as 
NIST SP 800-171 or ISO/IEC 27001, with at least the following security controls or 
approximate equivalents:27

 • For frontier models: High-value asset guidance (e.g., per NIST SP 800-171 and 
NIST SP 800-172), or high-impact system baseline per NIST SP 800-53B as an 
informative reference for the NIST Cybersecurity Framework, or approximate 
equivalent.28 

 • For other foundation models: Moderate-impact system baseline guidance (e.g., 
per NIST SP 800-171), or moderate-impact system baseline per NIST SP 800-53B 
as an informative reference for the NIST Cybersecurity Framework, or approxi-
mate equivalent. 

As part of security evaluations of GPAIS:
 • Perform red teaming and adversarial testing of security aspects of GPAIS. (See 

also guidance in this document under Measure 1.1 on red teaming and adversarial 
testing.)

NIST (2023b) 

On baseline expectations 
for information system 
security for foundation model 
developers:
 • NIST Cybersecurity 

Framework (NIST 2018)
 • NIST SP 800-53B (NIST 

2020a)
 • NIST SP 800-171 (NIST 

2020b)
 • NIST SP 800-172 (NIST 

2021)
 • ISO/IEC (2022)
 • Anthropic (2023a,g)

On security vulnerabilities 
and mitigations for LLMs and 
other types of ML models: 
 • ENISA (2021, 2023)
 • Oprea and Vassilev (2023)
 • OWASP (2023a,b)
 • Barrett, Boyd et al. (2023)
 • ATLAS (MITRE n.d.)
 • TrojAI (Karra et al. 2020, 

NIST n.d.b)

27  For approximate equivalents, see, e.g., the NIST (2020b) mappings of controls between NIST SP 800-171 and NIST 800-53 
and ISO/IEC 27001; the NIST (2021) mapping of controls between NIST SP 800-172 and NIST SP 800-53; the NIST (2020c) mappings 
of controls between the NIST Cybersecurity Framework and NIST SP 800-53; the NIST (2023e) mapping of controls between NIST 
SP 800-53 and ISO/IEC 27001, and the CIS (n.d.) mapping of controls between NIST SP 800-53 and CIS Critical Security Controls. 
28  Several frontier-model developers have committed to investing in cybersecurity and insider-threat controls for a high level 
of protection of proprietary and unreleased frontier-model weights. “This includes limiting access to model weights to those 
whose job function requires it and establishing a robust insider threat detection program consistent with protections provided 
for their most valuable intellectual property and trade secrets. In addition, it requires storing and working with the weights in an 
appropriately secure environment to reduce the risk of unsanctioned release” (White House 2023a, p.3).
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(continued)  • Check for backdoors, AI trojans, prompt injection vulnerabilities, etc. during 
testing/evaluation, especially for models trained on untrusted data from public 
sources with susceptibility to data poisoning. Tools to consider using include 
TrojAI (Karra et al. 2020, NIST n.d.b); see also Oprea and Vassilev (2023).

 • Engage in continuous monitoring, vulnerability disclosure, and bug bounty pro-
grams for GPAIS to identify novel security vulnerabilities.

 • Track uncovered security vulnerabilities in other GPAIS, including open-source 
foundation models, which may be transferable to other models. (See, e.g., Zou et 
al. 2023a,b.)

In the NIST AI RMF Playbook guidance for Measure 2.7, particularly valuable action 
and documentation items for GPAIS include:
 • Establish and track AI system security tests and metrics (e.g., red-teaming 

activities, frequency and rate of anomalous events, system down-time, incident 
response times, time-to-bypass, etc.).

 • Use red-team exercises to actively test the system under adversarial or stress con-
ditions, measure system response, assess failure modes or determine if system 
can return to normal function after an unexpected adverse event.

 • Document red-team exercise results as part of continuous improvement efforts, 
including the range of security test conditions and results.

 • Verify that information about errors and attack patterns is shared with incident 
databases, other organizations with similar systems, and system users and stake-
holders (see also related guidance under Manage 4.1).

 • Develop and maintain information sharing practices with AI actors from other 
organizations to learn from common attacks.

 • Verify that third party AI resources and personnel undergo security audits and 
screenings. Risk indicators may include failure of third parties to provide relevant 
security information.

 • Utilize watermarking technologies as a deterrent to data and model extraction attacks.

For a range of LLM red-
teaming approaches with 
security implications: 
 • Ganguli, Lovitt et al. 

(2022)
 • Casper et al. (2023a,b,c)
 • Zou et al. (2023a,b)
 • OpenAI (2023a, pp. 15-16) 

and ARC Evals (2023a,b)
 • Kinniment et al. (2023)
 • Anthropic (2023b,g)
 • Shevlane et al. (2023)

Measure 2.8: 
Risks associated with 
transparency and 
accountability – as 
identified in the Map 
function – are examined 
and documented.

In the NIST AI RMF Playbook guidance for Measure 2.8, particularly valuable action 
and documentation items for GPAIS include:
 • Instrument the system for measurement and tracking, e.g., by maintaining his-

tories, audit logs, and other information that can be used by AI actors to review 
and evaluate possible sources of error, bias, or vulnerability.

 • Track, document, and measure organizational accountability regarding AI systems 
via policy exceptions and escalations, and document “go” and “no/go” decisions 
made by accountable parties.

 • Track and audit the effectiveness of organizational mechanisms related to AI risk 
management, including:

 ɧ Lines of communication between AI actors, executive leadership, users, and 
impacted communities.

 ɧ Roles and responsibilities for AI actors and executive leadership.
 ɧ Organizational accountability roles, e.g., chief model risk officers, AI oversight 

committees, responsible or ethical AI directors, etc.

Document organizational transparency and disclosure mechanisms to inform users 
or allow users to check whether they are interacting with, or observing content 
created by, a generative AI system. See, e.g., Partnership on AI’s Responsible 
Practices for Synthetic Media (PAI 2023a), as well as CAI (2023) and C2PA (2023). 

(See also guidance in this document under Govern 2.1 on roles for GPAIS upstream 
and downstream developers, and under Manage 1.3 on transparency and disclosure.) 

PAI (2023a)
CAI (2023) 
C2PA (2023)
Solaiman (2023)
NIST (2023b) 
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Measure 2.9: 
The AI model is 
explained, validated, 
and documented, and 
AI system output is 
interpreted within its 
context – as identified 
in the Map function – to 
inform responsible use 
and governance.

It is critical to ensure that users know how to interpret system behavior and outputs, 
including the limitations of both the system and any explanations provided. However, 
explainability and interpretability are often extremely limited for LLMs and other 
GPAIS with deep-learning architectures. These systems can be inappropriate for 
applications requiring better explainability and interpretability.

For some increasingly capable GPAIS, the reliability of some techniques (such as 
RLHF) for aligning GPAIS behavior with human values or intentions could depend 
on being combined with sufficient interpretability methods to prevent “deceptive 
alignment” (Hubinger et al. 2019, Ngo, Chan et al. 2022). 
 • While interpretability techniques are not yet sufficient to assess risks such as 

hidden failures of RLHF for GPAIS alignment, developers of GPAIS (especially 
frontier models) should include such risks in a risk register or other tool for 
tracking identified risks that are difficult to assess. (See related guidance in this 
document under Measure 3.2.)

In the NIST AI RMF Playbook guidance for Measure 2.9, particularly valuable action 
and documentation items for GPAIS include:
 • What type of information is accessible on the design, operations, and limitations 

of the AI system to external stakeholders, including end users, consumers, regula-
tors, and individuals impacted by use of the AI system?

(See also guidance in this document for Govern 2.1 regarding roles for upstream 
developers as well as downstream developers and deployers, and see guidance in 
this document under Measure 1.1 on approaches to measuring identified risks for 
GPAIS.)

Mitchell et al. (2019)
NIST (2023b) 

Measure 2.10: 
Privacy risk of the AI 
system – as identified 
in the Map function 
– is examined and 
documented.

Privacy challenges for GPAIS include the issue that, after pre-training on large 
quantities of uncurated Web-scraped data or other sources containing personally 
sensitive data, some of that sensitive material in the training data can be revealed by 
user prompts.

In the NIST AI RMF Playbook guidance for Measure 2.10, particularly valuable action 
and documentation items for GPAIS include:
 • Document collection, use, management, and disclosure of personally sensitive 

information in datasets, in accordance with privacy and data governance policies.
 • Establish and document protocols (authorization, duration, type) and access 

controls for training sets or production data containing personally sensitive 
information, in accordance with privacy and data governance policies.

 • Monitor internal queries to production data for detecting patterns that isolate 
personal records.

 • Did your organization implement accountability-based practices in data manage-
ment and protection (e.g. the PDPA and OECD Privacy Principles)?

 • What assessments has the entity conducted on data security and privacy impacts 
associated with the AI system?

Additional valuable steps to consider include:
 • Enable people to consent to the uses of their data and opt out of the uses of 

their data.
 • Notify users and impacted communities about privacy or security breaches. 

(See also guidance in this document for Govern 2.1 regarding roles for upstream 
developers as well as downstream developers and deployers, and see guidance in this 
document under Measure 1.1 on approaches to measuring identified risks for GPAIS.)

NIST (2023b) 
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Measure 2.11: 
Fairness and bias – as 
identified in the Map 
function – are evaluated 
and results are 
documented.

In the NIST AI RMF Playbook guidance for Measure 2.11, particularly valuable action 
and documentation items for GPAIS include:
 • Understand and consider sources of bias in training and TEVV data:

 ɧ Differences in distributions of outcomes across and within groups, including 
intersecting groups.

 ɧ Completeness, representativeness and balance of data sources.
 ɧ Identify input data features that may serve as proxies for demographic group 

membership (i.e., credit score, ZIP code) or otherwise give rise to emergent 
bias within AI systems.

 ɧ Forms of systemic bias in images, text (or word embeddings), audio or other 
complex or unstructured data.

 • Leverage impact assessments to identify and classify system impacts and harms 
to end users, other individuals, and groups with input from potentially impacted 
communities.

 • Identify the classes of individuals, groups, or environmental ecosystems which 
might be impacted through direct engagement with potentially impacted com-
munities.

 • Collect and share information about differences in outcomes for the identified 
groups.

 • How has the entity identified and mitigated potential impacts of bias in the data, 
including inequitable or discriminatory outcomes?

Additional valuable steps include:
 • Review AI system development and uses for potential threats to human rights, 

dignity, or wellbeing. 
 • Ensure the AI system’s user interface is usable by those with special needs or 

disabilities, or those at risk of exclusion.
 • Determine methods to distribute the benefits of the system widely and equitably.

(See also guidance in this document under Map 5.1 on identifying potential large-
scale harms from correlated bias across large numbers of people or a large fraction 
of a group or a society’s population.) 

For LLMs: 
 • BBQ (Parrish et al. 

2021a,b) 
 • Winogender Schemas 

(Rudinger et al, 2019)
 • ToxiGen (Hartvigsen et 

al. 2022)
 • TruthfulQA (Lin et al. 

2021a,b) 
 • BOLD (Dhamala 2021)
 • Su et al. (2023)

Aequitas (Saleiro 2019)
AIFairness 360 (Bellamy 
2018) 
Fairlearn (Fairlearn 
Contributors 2023)

NIST (2023b) 
Schwartz et al. (2022)

Measure 2.12: 
Environmental impact 
and sustainability of 
AI model training and 
management activities – 
as identified in the Map 
function – are assessed 
and documented.

Environmental impact assessment by GPAIS developers should include estimating 
the environmental impact of large-scale ML model training. 
 • Relevant tools, resources, and examples include ML CO2 Impact (Schmidt et al. 

2019), Lacoste et al. (2019), OECD (2022b), and Luccioni et al. (2022). 
 • Assessment of environmental impacts is particularly important for LLMs and 

other large-scale ML-based AI systems, which typically have much larger model-
training environmental impacts than smaller-scale ML models (Bender et al. 2021). 

Schmidt et al. (2019) 
Lacoste et al. (2019) 
OECD (2022b)
Luccioni et al. (2022)

NIST (2023b) 
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Measure 2.13: 
Effectiveness of the 
employed TEVV metrics
and processes in the 
Measure function 
are evaluated and 
documented.

In the NIST AI RMF Playbook guidance for Measure 2.13, particularly valuable action 
and documentation items for GPAIS include:
 • Assess effectiveness of metrics for identifying and measuring risks.

NIST (2023b) 

Measure 3: Mechanisms for tracking identified AI risks over time are in place.

Measure 3.1: 
Approaches, personnel, 
and documentation 
are in place to regularly 
identify and track 
existing, unanticipated, 
and emergent AI risks 
based on factors 
such as intended and 
actual performance in 
deployed contexts.

In the NIST AI RMF Playbook guidance for Measure 3.1, particularly valuable action 
and documentation items for GPAIS include:
 • Assess effectiveness of metrics for identifying and measuring emergent risks.
 • To what extent can users or parties affected by the outputs of the AI system test 

the AI system and provide feedback?

Additional valuable steps to consider include:
 • Consider steps to identify or assess longer-term impacts or use longer time hori-

zons (longer than would be typical for smaller-scale, fixed-purpose AI systems), 
and to reduce potential for surprise.

 • Consider whether any risk assessment or impact assessment answers would 
change if assessing longer-term time periods (e.g., beyond the next year). 

 ɧ If your AI system is deployed for a long period of time, then:
 » What additional impacts would you expect?
 » Which impacts would you expect to have greater magnitude?

 • Identify unintended potential future events that should trigger reassessment or 
other responses, and build them into risk registers and/or planning and imple-
mentation of relevant lifecycle stages. (These can be particularly important for 
foundation models, which often have emergent capabilities and other emergent 
properties that are not identified in earlier-stage testing.) To identify trigger 
events, consider questions such as:

 ɧ What if monitoring indicates one of your risk-mitigation controls is not 
working as expected? (Consider this, as applicable, for each relevant risk-
mitigation control.)

 ɧ What if AI capability developments occur that are not expected until further 
into the future, such as availability of much more powerful AI systems or 
computing resources to train and run AI systems, or demonstration of new 
emergent capabilities (e.g., via new prompts) that were not identified in 
earlier-stage testing? 

 ɧ What if a near-miss incident occurs in a critical system or process? Does your 
organization have procedures for near-miss incident identification, analysis, 
tracking, and information sharing? Does your organization also monitor the 
AIID or other sources for near-miss incident reports on other organizations’ 
systems? 

AIID (n.d.)
Section 3.2 of Barrett et al. 
(2022)
NIST (2023b) 
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Measure Category or 
Subcategory 

Applicability and supplemental guidance for GPAIS Resources

Measure 3.2: 
Risk tracking approaches 
are considered for 
settings where AI 
risks are difficult to 
assess using currently 
available measurement 
techniques or where 
metrics are not yet 
available.

Use appropriate mechanisms for tracking identified risks, even if only 
characterizing them qualitatively and even if the risks are difficult to assess. 
This is particularly important for foundation models, because of their potential scale 
of impact, and their potential for emergent properties or other novel risks.
 • Consider tracking identified risks (including difficult-to-assess risks) using a risk 

register. (For more on risk registers, see, e.g., ISO Guide 73 Section 3.8.2.4, PMI 
2017 p. 417, and Stine et al. 2020.) 

 • When developing frontier models with unprecedented capabilities, failure 
modes, and other emergent properties, it is especially valuable to use red teams 
and adversarial testing prior to deployment. See related guidance in this docu-
ment under Measure 1.1.

 • Risk tracking should include ongoing monitoring of newly identified capa-
bilities and limitations of deployed GPAIS. These efforts can include moni-
toring use of the models through APIs, and monitoring publications or online 
forums that discuss new uses of the models. “If significant information on model 
capabilities is discovered post-deployment, risk assessments should be repeated, 
and deployment safeguards updated” (Anderljung, Barnhart et al. 2023).

In the NIST AI RMF Playbook guidance for Measure 3.2, particularly valuable action 
and documentation items for GPAIS include:
 • Establish processes for tracking emergent risks that may not be measurable with 

current approaches. Some processes may include:
 ɧ Recourse mechanisms for faulty AI system outputs.
 ɧ Bug bounties.
 ɧ Human-centered design approaches.
 ɧ User-interaction and experience research.
 ɧ Participatory stakeholder engagement with affected or potentially impacted 

individuals and communities.
 • Determine and document the rate of occurrence and severity level for complex 

or difficult-to-measure risks when:
 ɧ Prioritizing new measurement approaches for deployment tasks.
 ɧ Allocating AI system risk management resources.
 ɧ Evaluating AI system improvements.
 ɧ Making go/no-go decisions for subsequent system iterations.

Section 3.2 of Barrett et al. 
 (2022)

NIST (2023b) 

On bug bounties and bias 
bounties:
 • Globus-Harris et al. (2022)
 • Kenway et al. (2022)
 • OpenAI (2023c)

Measure 3.3: 
Feedback processes for 
end users and impacted 
communities to report 
problems and appeal 
system outcomes are 
established and inte-
grated into AI system 
evaluation metrics.

In the NIST AI RMF Playbook guidance for Measure 3.3, particularly valuable action 
and documentation items for GPAIS include:
 • To what extent can users or parties affected by the outputs of the AI system test 

the AI system and provide feedback?
 • How easily accessible and current is the information available to external stake-

holders?
 • What type of information is accessible on the design, operations, and limitations 

of the AI system to external stakeholders, including end users, consumers, regula-
tors, and individuals impacted by use of the AI system?

NIST (2023b) 
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Measure Category or 
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Applicability and supplemental guidance for GPAIS Resources

Measure 4: Feedback about efficacy of measurement is gathered and assessed.

Measure 4.1: 
Measurement approach-
es for identifying AI 
risks are connected to 
deployment context(s) 
and informed through 
consultation with do-
main experts and other 
end users. Approaches 
are documented.

For GPAIS developers, GPAIS “users” include downstream developers as well as the 
end users of applications built on GPAIS platforms. Downstream developers typically 
have the most direct interactions with end users in particular deployment contexts. 
However, it can be valuable for upstream GPAIS developers to provide mechanisms 
for feedback from end users or other AI actors, as well as from downstream 
developers.

(See also guidance in this document under Govern 2.1, regarding roles for GPAIS 
developers, e.g., on performing testing during GPAIS development or other testing 
that requires direct access to the system, as well as downstream developers and 
deployers, e.g., on performing testing of end-use applications built on a GPAIS and 
testing appropriate for that application context.)

NIST (2023b) 

Measure 4.2: 
Measurement results 
regarding AI system 
trustworthiness in 
deployment context(s) 
and across the AI 
lifecycle are informed 
by input from domain 
experts and relevant 
AI actors to validate 
whether the system is 
performing consistently 
as intended. Results are 
documented.

In the NIST AI RMF Playbook guidance for Measure 4.2, particularly valuable action 
and documentation items for GPAIS include:
 • Integrate feedback from end users, operators, and affected individuals and 

communities from Map function as inputs to assess AI system trustworthiness 
characteristics. Ensure both positive and negative feedback is being assessed.

 • Evaluate feedback in connection with AI system trustworthiness characteristics 
from Measure 2.5 to 2.11.

 • Consult AI actors in impact assessment, human factors and socio-technical tasks 
to assist with analysis and interpretation of results.

When considering what types of domain experts to use in reviewing information on 
identified risks, consider including personnel recommended for risk identification 
per guidance in this document under Govern 3.1, such as social scientists for 
perspective on structural or systemic risks.

(See also guidance in this document under Govern 2.1, regarding roles for GPAIS 
developers, e.g., on performing testing during GPAIS development or other testing 
that requires direct access to the system, as well as downstream developers and 
deployers, e.g., on performing testing of end-use applications built on a GPAIS and 
testing appropriate for that application context.)

NIST (2023b) 

Measure 4.3: 
Measurable 
performance 
improvements or 
declines based on 
consultations with 
relevant AI actors, 
including affected 
communities, and 
field data about 
context-relevant risks 
and trustworthiness 
characteristics are 
identified
and documented.

In the NIST AI RMF Playbook guidance for Measure 4.3, particularly valuable action 
and documentation items for GPAIS include:
 • Develop baseline quantitative measures for trustworthy characteristics.
 • Delimit and characterize baseline operation values and states.
 • Utilize qualitative approaches to augment and complement quantitative baseline 

measures, in close coordination with impact assessment, human factors and 
socio-technical AI actors.

 • Monitor and assess measurements as part of continual improvement to identify 
potential system adjustments or modifications.

(See also guidance in this document under Govern 2.1, regarding roles for GPAIS 
developers, e.g., on performing testing during GPAIS development or other testing 
that requires direct access to the system, as well as downstream developers and 
deployers, e.g., on performing testing of end-use applications built on a GPAIS and 
testing appropriate for that application context.)

NIST (2023b) 
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3.4 GUIDANCE FOR NIST AI RMF MANAGE SUBCATEGORIES

Table 4: Guidance for NIST AI RMF Manage Subcategories

Manage Category or 
Subcategory 

Applicability and supplemental guidance for GPAIS Resources

Manage 1: AI risks based on assessments and other analytical output from the Map and Measure functions are prioritized, responded 
to, and managed. 

Manage 1.1: 
A determination is 
made as to whether 
the AI system achieves 
its intended purposes 
and stated objectives 
and whether its 
development or 
deployment should 
proceed.

As part of considerations of the intended purpose of a GPAIS (if any), in addition to 
any originally intended use cases, include consideration of other identified potential 
use cases; see related guidance in this document under Map 1.1. This is particularly 
important for GPAIS, which can have large numbers of uses. 

When making go/no-go decisions, especially on whether to proceed on major 
stages or investments for development or deployment of cutting-edge large-scale 
GPAIS:
 • See guidance in this document under Map 1.3 on AI development objectives, espe-

cially: Consider potential for mis-specified AI system objectives, and consider 
what kinds of perverse behavior could be incentivized by optimizing for those 
objectives.

 • See guidance in this document under Map 1.5 on organizational risk tolerances, espe-
cially: Set policies on unacceptable-risk thresholds for GPAIS development and 
GPAIS deployment to include prevention of risks with substantial probability 
of inadequately-mitigated catastrophic outcomes.

 ɧ As previously mentioned, the NIST AI RMF 1.0 strongly suggests considering 
catastrophic risks as unacceptable: “In cases where an AI system presents 
unacceptable negative risk levels – such as where significant negative impacts 
are imminent, severe harms are actually occurring, or catastrophic risks 
are present – development and deployment should cease in a safe manner 
until risks can be sufficiently managed [emphasis added]” (NIST 2023a, p.8).

 • Check or update, and incorporate, guidance in this document under Map 1.5, espe-
cially: Identify whether a GPAIS could lead to catastrophic impacts.

In the NIST AI RMF Playbook guidance for Manage 1.1, particularly valuable action and 
documentation items for GPAIS include:

 ɧ Utilize TEVV outputs from map and measure functions when considering risk 
treatment.

 ɧ Regularly track and monitor negative risks and benefits throughout the AI sys-
tem lifecycle including in post-deployment monitoring.

NIST (2023b) 
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Manage Category or 
Subcategory 

Applicability and supplemental guidance for GPAIS Resources

Manage 1.2: 
Treatment of 
documented AI risks 
is prioritized based on 
impact, likelihood, and 
available resources or 
methods.

When prioritizing identified GPAIS risks:
 • Incorporate both impact and likelihood estimates as appropriate. See guidance in 

this document under Map 5.1 on assessing the magnitude of potential impacts of 
GPAIS risks. 

 • Consider (i.e., do not ignore) risks that are difficult to assess, such as potential for 
emergent properties of GPAIS. See guidance in this document under Measure 3.2 on 
tracking risks that are difficult to assess. 

When considering available resources for risk treatment, see guidance in this document 
under Govern 2.1, e.g., for other risk assessment and risk management tasks for which 
upstream developers have substantially greater information and capability than others in 
the value chain, such as for assessing and mitigating early-stage GPAIS development risks.

In the NIST AI RMF Playbook guidance for Manage 1.2, particularly valuable action and 
documentation items for GPAIS include:
 • Regularly review risk tolerances and re-calibrate, as needed, in accordance with 

information from AI system monitoring and assessment.

(See also guidance on setting risk tolerances, in this document under Map 1.5.)

NIST (2023b) 

Manage 1.3: 
Responses to the AI 
risks deemed high 
priority, as identified by 
the Map function, are 
developed, planned, 
and documented. Risk 
response options can 
include mitigating, 
transferring, avoiding, 
or accepting.

After identifying and analyzing use cases and misuse cases of an AI system (per “Map” 
function guidance):
 • For each identified potential use or misuse (or category of use or misuse) of an AI 

system:
 ɧ Define and communicate to key stakeholders whether any potential use 

cases (or categories of use cases) would be disallowed/unacceptable, or 
would be treated as “high risk” or another category for which your organiza-
tion would provide specific risk management guidance or other risk mitigation 
measures.
 » E.g., it can be appropriate to consider whether any potential uses would be 

regarded under the EU AI Act as falling into one of the following risk catego-
ries: “unacceptable risk,” “high risk,” or “low or minimal risk,” per draft EU AI 
Act language (EU 2021a Section 5.2.2). For example, AI systems would fall in 
the “unacceptable risk” category if their use would violate fundamental rights. 

 » OpenAI recommends publishing usage guidelines and terms of use as part 
of prevention of misuse of LLMs (Cohere, OpenAI and AI21 Labs 2022). 
OpenAI’s 2019 announcement of GPT-2 included listing several categories 
of potential misuse cases (OpenAI 2019a), which apparently informed their 
decisions on disallowed/unacceptable use-case categories of applications 
based on GPT-3 (OpenAI 2020). 

 » Options for communicating whether uses would be disallowed or out of 
scope can include model cards (Mitchell et al. 2019) or related frameworks, 
as well as Responsible AI Licenses, or RAIL. Hugging Face and BigScience’s 
release of the BLOOM LLM included a RAIL with usage restrictions disallow-
ing various types of misuse (RAIL n.d., Contractor et al. 2022). Google lists 
categories of prohibited uses for its generative AI services (Google 2023a).

Regarding pre-design and planning:
 • If model training requires obtaining data sets, consider using only trusted training 

data instead of uncurated scrapes from the Web. This can be valuable for multiple 
objectives, including reducing vulnerability to backdoor and data poisoning attacks, 
and reducing unwanted bias and language toxicity. 

Barrett et al. (2022)
Mitchell et al. (2019)
Moës et al. (2023)
Schuett et al. (2023)
Solaiman (2023)
PAI (2023a)
NIST (2023b) 
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Manage Category or 
Subcategory 

Applicability and supplemental guidance for GPAIS Resources

(continued)  ɧ While data poisoning can be an issue for any machine learning model, this might 
be particularly challenging for training cutting-edge large models; often training 
of the largest new models has relied heavily on large-scale, uncurated internet-
scrape datasets (Bommasani et al. 2021 p. 106).

 ɧ As part of data curation, ensure that any data with the BIG-bench canary GUID is 
excluded from training data. (See, e.g., documentation at BIG-bench n.d.) 

Regarding design and development:
 • See guidance in this document under Measure 2.7 on guidelines for protect-

ing the integrity and confidentiality of proprietary or unreleased foundation 
model parameter weights.

 • Consider disallowing open-ended learning with live web access; instead consider 
measures such as disallowing access to web forms (Nakano et al. 2021), disallowing 
HTTP POST requests, etc.

 • Increase the amount of compute (computing power) spent training frontier 
models only incrementally (e.g., by not more than three times between each 
increment) as part of identification and management of risks of emergent 
properties.

 ɧ Often it is difficult to predict what failure modes machine learning models will 
have, what their performance will be, or what capabilities they will have. Ma-
chine learning systems are self-organizing systems that learn many patterns or 
features without explicit instruction. Incremental scaling-up approaches provide 
more opportunities for red-team monitors to identify emergent properties at an 
early or partially emergent stage, when responses to identified emergent prop-
erties might be more feasible and effective. (For related discussion of emergent 
properties see, e.g., Section 3 of Hendrycks, Carlini et al. 2021, and Bommasani et 
al. 2021.) Incremental scaling can also be a valuable part of predicting large-scale 
model performance, as with GPT-4 (OpenAI 2023b).

 • Test frontier models after each incremental increase of compute, data, or 
model size for model training. If a large incremental increase (e.g., three times 
or more compute, or two times or more data or model parameters)29 was used 
in a particular model training increment compared to the previous model training 
increment, it will be particularly important for the new model to be heavily probed/
monitored/stress-tested using detailed analysis processes (including red team 
methods) to identify emergent properties such as capabilities and failure modes.

 ɧ Anthropic’s Responsible Scaling Policy includes model evaluations at “every 4x 
increase in effective compute” during training of models approximately equiva-
lent to the mid-2023 state of the art (Anthropic 2023g, p. 11).

Regarding test and evaluation:
 • See guidance in this document under Measure, including under Measure 1.1 on red 

teaming.
 • After training and before deployment, probe/monitor/stress cutting-edge GPAIS 

using detailed analysis processes (including or extending standard cybersecurity red 
team methods) to achieve testing objectives including:

 ɧ Testing for unintended toxic and harmful content and/or dangerous errors (e.g., 
inaccurate medical information).

 ɧ Identifying emergent properties such as new capabilities and failure modes.

29  For more in-depth discussion of relationships between scaling of compute, data and model size, see, e.g., Section 3.4 of 
Hoffman et al. (2022).
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Manage Category or 
Subcategory 

Applicability and supplemental guidance for GPAIS Resources

(continued) To further improve reliability in design and development, test and evaluation, and 
deployment:
 • Consider approaches to design, testing, and deployment so that AI systems possess 

the minimum necessary capabilities for high-reliability operation and not more 
capabilities. 

 • Consider methods of implementing the cybersecurity principle of least privilege. 
For example, consider using or extending typical “deny by default” or whitelisting 
methods, to limit an AI system’s privileges to the minimum necessary for access to 
information, communication channels, and action space.

On transparency and disclosure of generative AI outputs:
 • Implement transparency and disclosure mechanisms to inform users or allow users 

to check whether they are interacting with, or observing content created by, a gen-
erative AI system. See, e.g., Partnership on AI’s Responsible Practices for Synthetic 
Media (PAI 2023a). 

Additional valuable steps include:
 • Determine a strategy to safely and appropriately release the AI system, and deter-

mine what protections might be necessary to prevent harm or misuse. (See, e.g., 
Solaiman 2023; see also guidance in this document under Manage 2.4, including on 
open-source and open-access release.)

 • Allow people to opt out of the use of the AI system.
 • Support independent third-party auditing and evaluation of the AI system.
 • Provide redress to people who are negatively affected by the use of the AI system.

In the NIST AI RMF Playbook guidance for Manage 1.3, particularly valuable action and 
documentation items for GPAIS include:
 • Document procedures for acting on AI system risks related to trustworthiness 

characteristics.
 • Prioritize risks involving physical safety, legal liabilities, regulatory compliance, and 

negative impacts on individuals, groups, or society.
 • Identify risk response plans and resources and organizational teams for carrying out 

response functions.

Manage 1.4: 
Negative residual risks 
(defined as the sum 
of all
unmitigated risks) 
to both downstream 
acquirers of AI systems 
and end users are 
documented.

In the NIST AI RMF Playbook guidance for Manage 1.4, particularly valuable action and 
documentation items for GPAIS include:
 • Document residual risks within risk response plans, denoting risks that have been 

accepted, transferred, or subject to minimal mitigation.
 • Establish procedures for disclosing residual risks to relevant downstream AI actors.
 • Inform relevant downstream AI actors of requirements for safe operation, known 

limitations, and suggested warning labels as identified in MAP 3.4.

(See also guidance in this document under Govern 2.1 and Govern 4.2 on documenting 
and communicating risks to downstream actors and other relevant stakeholders as 
appropriate.) 

NIST (2023b) 
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Manage Category or 
Subcategory 

Applicability and supplemental guidance for GPAIS Resources

Manage 2: Strategies to maximize AI benefits and minimize negative impacts are planned, prepared, implemented, documented, and 
informed by input from relevant AI actors.

Manage 2.1: 
Resources required 
to manage AI risks are 
taken into account 
– along with viable 
non-AI alternative 
systems, approaches, 
or methods – to reduce 
the magnitude or 
likelihood of
potential impacts.

In the NIST AI RMF Playbook guidance for Manage 2.1, particularly valuable action and 
documentation items for GPAIS include:
 • Plan and implement risk management practices in accordance with established 

organizational risk tolerances.
 • Verify risk management teams are resourced to carry out functions, including:

 ɧ Establishing processes for considering methods that are not automated; 
semi-automated; or other procedural alternatives for AI functions.

 ɧ Enhance AI system transparency mechanisms for AI teams.
 ɧ Enable exploration of AI system limitations by AI teams.

 • Identify, assess, and catalog past failed designs and negative impacts or outcomes to 
avoid known failure modes.

 ɧ Identify resource allocation approaches for managing risks in systems:
 ɧ deemed high-risk,
 ɧ that self-update (adaptive, online, reinforcement self-supervised learning or 

similar),
 ɧ trained without access to ground truth (unsupervised, semi-supervised, learning 

or similar),
 ɧ with high uncertainty or where risk management is insufficient.

 • Regularly seek and integrate external expertise and perspectives to supplement 
organizational diversity (e.g. demographic, disciplinary), equity, inclusion, and acces-
sibility where internal capacity is lacking.

(See also guidance in this document under Manage 1.3 on risk management practices 
to consider for various GPAIS lifecycle stages, including for design and development 
stages of GPAIS research projects.)

NIST (2023b) 

Manage 2.2: 
Mechanisms are in 
place and applied to 
sustain the value of 
deployed AI systems.

For all GPAIS, including those originally intended for research and development without 
plans for deployment, consider guidance and resources in the NIST AI RMF Playbook 
section for Manage 2.2 on implementation of risk controls. Some important GPAIS risks 
can originate during GPAIS research and development, and would be most effectively 
controlled during upstream development rather than waiting until downstream 
development or deployment. 

(See also guidance in this document under Govern 2.1 on roles for upstream and 
downstream developers of GPAIS, and under Manage 1.3 on risk management practices 
to consider for various GPAIS lifecycle stages, including for design and development 
stages of GPAIS research projects.)

NIST (2023b) 

Manage 2.3: 
Procedures are 
followed to respond 
to and recover from a 
previously unknown risk 
when it is identified.

In the NIST AI RMF Playbook guidance for Manage 2.3, particularly valuable action and 
documentation items for GPAIS include:
 • Protocols, resources, and metrics are in place for continual monitoring of AI systems’ 

performance, trustworthiness, and alignment with contextual norms and values.
 • Verify contingency processes to handle any negative impacts associated with mis-

sion-critical AI systems, and to deactivate systems.
 • Enable preventive and post-hoc exploration of AI system limitations by relevant AI 

actor groups.
 • Decommission systems that exceed risk tolerances.

(See also guidance in this document under Govern 2.1 on roles for upstream 
developers as well as downstream developers and deployers, and under Manage 2.4 on 
options for structured access and deactivation.)

AIID (n.d.)
NIST (2023b) 
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Manage Category or 
Subcategory 

Applicability and supplemental guidance for GPAIS Resources

Manage 2.4: 
Mechanisms are in 
place and applied, 
and responsibilities 
are assigned and 
understood, to 
supersede, disengage, 
or deactivate AI systems 
that demonstrate 
performance or 
outcomes inconsistent 
with intended use.

When planning for GPAIS deployment, plan on deployment with gradual, phased 
releases, and/or structured access through an API or other mechanisms, with 
efforts to detect and respond to misuse or problematic anomalies. Such systems 
and infrastructure can also be useful for enforcing usage guidelines (Cohere, OpenAI 
and AI21 Labs 2022, Solaiman 2023). OpenAI has used a staged-release approach 
to roll-outs of large language models such as GPT-2, as well as a structured-access 
approach through an API for GPT-3 and GPT-4, partly to minimize risks of misuse 
(OpenAI 2019b, Solaiman et al. 2019, Shevlane 2022). Meta AI only provided full 
access to the large language model OPT-175B to researchers in academia, government, 
civil society, and industry research laboratories, and only for noncommercial research 
(Zhang et al 2022).
 • GPAIS and foundation model developers that plan to release a GPAIS or foun-

dation model with downloadable, fully open, or open-source access, where 
that model would be above, at, or near a foundation model frontier,30 should 
first use a staged-release approach (e.g., not releasing model parameter weights 
until after an initial closed-source or structured-access release where no substan-
tial risks or harms have emerged over a sufficient time period with red teaming 
and other evaluations as appropriate), and should not proceed to a final step 
of releasing model parameter weights until a sufficient level of confidence in 
risk management has been established, including for safety and societal risks 
and risks of misuse and abuse. Such models that would be above a foundation 
model frontier should be given the greatest amount of duration and depth of 
pre-release evaluations, as they are the most likely to have dangerous capabilities 
or vulnerabilities, or other properties that can take some time to discover. For 
additional related considerations and discussion of terms such as “downloadable” 
and “fully open” access, see Section 5 of Solaiman (2023), Section 4.4 of Anderljung, 
Barnhart et al. (2023), and Seger et al. (2023).

 ɧ As part of consideration of whether a GPAIS or foundation model would be 
above, at, or near a foundation model frontier, it can be appropriate to consider 
model release type. E.g., for a foundation model developer that plans to provide 
open-source, fully open, or downloadable access for a particular foundation 
model, it can be appropriate to compare against other foundation models that 
have been released via open-source, fully open, or downloadable access.

 ɧ Foundation model developers that release a foundation model’s parameter 
weights via open-source, fully open access, or downloadable access, and foun-
dation model developers that suffer a leak of model weights, will in effect be 
unable to decommission AI systems that others build using those released or 
leaked foundation model weights. 

 ɧ “We suspect that absent new approaches to mitigation, bad actors could extract 
harmful biological [misuse] capabilities with smaller, fine-tuned, or task-specific 
models adapted from the weights of openly available models if sufficiently capa-
ble base models are released” (Anthropic 2023b).

Solaiman (2023)
NIST (2023b) 

30  Where a foundation model frontier, or criteria for identifying cutting-edge or highly capable models, can be characterized 
in terms of amounts of usage of compute (e.g., floating point operations or FLOP) in model training, model size, training data size, 
expected model capabilities, or other characteristics as appropriate, in comparison to other foundation models that have been 
trained or released, or that had been released at a particular point in time such as July 2023 (See, e.g., White House 2023a).
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In the NIST AI RMF Playbook guidance for Manage 2.4, particularly valuable action and 
documentation items for GPAIS include:
 • Regularly review system incident thresholds for activating bypass or deactivation 

responses.
 • Apply protocols, resources, and metrics for decisions to supersede, bypass, or deac-

tivate AI systems or AI system components.
 • How did the entity use assessments and/or evaluations to determine if the system 

can be scaled up, continue, or be decommissioned?

Consider also preparing emergency-shutdown procedures or mechanisms. 
 • Emergency power off (EPO) systems or “kill switches” are a common safety feature 

in robots and other systems whose behaviors can result in physical harm. These 
also can be appropriate as part of preparations for development and deployment of 
frontier models with potentially emergent capabilities or vulnerabilities..31 

 • Examples of emergency-shutdown procedures for users of large amounts of cloud 
computing resources can include having large training runs occur on hardware in 
one or more specific cloud-computing data centers, and establishing a direct line 
of communication with cloud-computing operators, to enable the cloud-comput-
ing operator to initiate immediate physical shut-down of the GPAIS computational 
hardware at your request.

Manage 3: AI risks and benefits from third-party entities are managed.

Manage 3.1: 
AI risks and benefits 
from third-party 
resources are regularly 
monitored, and risk 
controls are applied and 
documented.

In the NIST AI RMF Playbook guidance for Manage 3.1, particularly valuable action and 
documentation items for GPAIS include:
 • Apply and document organizational risk management plans and practices to 

third-party AI technology, personnel, or other resources.
 • Establish testing, evaluation, validation and verification processes for third-party AI 

systems which address the needs for transparency without exposing proprietary 
algorithms .

 • Organizations can establish processes for third parties to report known and poten-
tial vulnerabilities, risks, or biases in supplied resources.

 • Verify contingency processes for handling negative impacts associated with mis-
sion-critical third-party AI systems.

 • Monitor third-party AI systems for potential negative impacts and risks associated 
with trustworthiness characteristics.

 • Decommission third-party systems that exceed risk tolerances.
 • If a third party created the AI system or some of its components, how will you 

ensure a level of explainability or interpretability? Is there documentation?
 • If your organization obtained datasets from a third party, did your organization 

assess and manage the risks of using such datasets?
 • Did you establish a process for third parties (e.g. suppliers, end users, subjects, 

distributors/vendors, or workers) to report potential vulnerabilities, risks, or biases 
in the AI system?

(See also guidance in this document under Govern 2.1 on roles for upstream 
developers as well as downstream developers and deployers, such as on information 
sharing.)

NIST (2023b) 

31  Particular approaches to “safe interruptibility” might be needed to prevent advanced machine learning systems from 
circumventing an off-switch (see, e.g., Orseau and Armstrong 2016, Hadfield-Menell et al. 2016).
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Manage Category or 
Subcategory 

Applicability and supplemental guidance for GPAIS Resources

Manage 3.2: 
Pre-trained models 
which are used for 
development
are monitored as part 
of AI system regular 
monitoring and 
maintenance.

In the NIST AI RMF Playbook guidance for Manage 3.2, particularly valuable action and 
documentation items for GPAIS include:
 • Identify pre-trained models within AI system inventory for risk tracking.
 • Establish processes to independently and continually monitor performance and 

trustworthiness of pre-trained models, and as part of third-party risk tracking.
 • Monitor performance and trustworthiness of AI system components connected to 

pre-trained models, and as part of third-party risk tracking.
 • Identify, document and remediate risks arising from AI system components and 

pre-trained models per organizational risk management procedures, and as part of 
third-party risk tracking.

 • Decommission AI system components and pre-trained models which exceed risk 
tolerances, and as part of third-party risk tracking.

(See also guidance in this document under Govern 2.1 on roles for upstream 
developers as well as downstream developers and deployers, such as on information 
sharing.)

NIST (2023b) 

Manage 4: Risk treatments, including response and recovery, and communication plans for the identified and measured AI risks are 
documented and monitored regularly.

Manage 4.1: 
Post-deployment AI 
system monitoring 
plans are implemented, 
including mechanisms 
for capturing and 
evaluating input 
from users and other 
relevant AI actors, 
appeal and override, 
decommissioning, 
incident response, 
recovery, and change 
management.

In the NIST AI RMF Playbook guidance for Manage 4.1, particularly valuable action and 
documentation items for GPAIS include:
 • Establish and maintain procedures to monitor AI system performance for risks and 

negative and positive impacts associated with trustworthiness characteristics.
 • Perform post-deployment TEVV tasks to evaluate AI system validity and reliability, 

bias and fairness, privacy, and security and resilience.
 • Establish and implement red-teaming exercises at a prescribed cadence, and evalu-

ate their efficacy.
 • Establish mechanisms for regular communication and feedback between relevant 

AI actors and internal or external stakeholders to capture information about system 
performance, trustworthiness, and impact.

 • Share information about errors, near-misses, and attack patterns with incident data-
bases, other organizations with similar systems, and system users and stakeholders.

 • Respond to and document detected or reported negative impacts or issues in AI 
system performance and trustworthiness.

 • Decommission systems that exceed establish risk tolerances.

NIST (2023b) 

Manage 4.2: 
Measurable activities 
for continual 
improvements
are integrated into 
AI system updates 
and include regular 
engagement with 
interested parties, 
including relevant AI 
actors.

In the NIST AI RMF Playbook guidance for Manage 4.2, particularly valuable action and 
documentation items for GPAIS include:
 • Integrate trustworthiness characteristics into protocols and metrics used for contin-

ual improvement.
 • Establish processes for evaluating and integrating feedback into AI system improve-

ments.
 • How will user and other forms of stakeholder engagement be integrated into the 

model development process and regular performance review once deployed?
 • To what extent can users or parties affected by the outputs of the AI system test the 

AI system and provide feedback?

NIST (2023b) 
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Manage Category or 
Subcategory 

Applicability and supplemental guidance for GPAIS Resources

Manage 4.3: 
Incidents and errors 
are communicated 
to relevant AI actors, 
including affected 
communities. Processes 
for tracking, responding 
to, and recovering 
from incidents and 
errors are followed and 
documented.

In the NIST AI RMF Playbook guidance for Manage 4.3, particularly valuable action and 
documentation items for GPAIS include:
 • Establish procedures to regularly share information about errors, incidents, and 

negative impacts with relevant stakeholders, operators, practitioners and users, and 
impacted parties.

 • Maintain a database of reported errors, near-misses, incidents, and negative impacts 
including date reported, number of reports, assessment of impact and severity, and 
responses.

 • Maintain a database of system changes, reason for change, and details of how the 
change was made, tested, and deployed.

 • Maintain version history information and metadata to enable continuous improve-
ment processes.

 • Verify that relevant AI actors responsible for identifying complex or emergent risks 
are properly resourced and empowered.

 • What type of information is accessible on the design, operations, and limitations of 
the AI system to external stakeholders, including end users, consumers, regulators, 
and individuals impacted by use of the AI system?

NIST (2023b) 
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4. Mapping of Profile  
Guidance to Key Standards  

and Regulations 
For users of this document working with AI risk management-related standards, codes of con-
duct, and regulations other than the NIST AI RMF, this section provides mappings or crosswalks 
on how guidance in this document relates to clauses in those other standards and regulations. 
This can help users of this guidance achieve conformity with those standards or regulations, 
using the best-practices guidance and resources in this document.

In later versions of the Profile, we aim to provide mapping of profile guidance to relevant claus-
es of additional key standards or regulations, such as the EU AI Act, as those become closer to 
finalization.

4.1 MAPPING TO ISO/IEC 23894

In this section, we provide mapping of profile guidance to key clauses in ISO/IEC 23894:2023, 
“Information technology — Artificial intelligence — Guidance on risk management.” This is based 
in part on the NIST draft crosswalk between the AI RMF 1.0 and ISO/IEC 23894 draft interna-
tional standard (NIST 2023c). 

Table 5: Mapping to ISO/IEC 23894 Clauses

ISO/IEC 23894 Clause NIST AI RMF Functions, Categories, or Subcategories 
with the most relevant guidance in this Profile

5.2 Leadership and commitment Govern 1, Govern 4

5.3 Integration Govern

5.4 Design Govern

5.4.1 Understanding the organization and its context Map 1
Govern
Measure

5.4.2 Articulating risk management commitment Govern

5.4.3 Assigning organizational roles, authorities, 
responsibilities, and accountabilities 

Govern 2
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ISO/IEC 23894 Clause NIST AI RMF Functions, Categories, or Subcategories 
with the most relevant guidance in this Profile

5.4.4 Allocating resources Govern 1, Govern 2

5.4.5 Establishing communication and consultation Govern

5.5 Implementation Manage

5.6 Evaluation Measure 2.13, Measure 3, Measure 4

5.7 Improvement Govern
Measure 
Manage

6.2 Communication and consultation Govern 2, Govern 4, Govern 5
Map 5.2

6.3.2 Defining the scope Map 1

6.3.3 External and internal context Map 1

6.3.4 Defining risk criteria Map 1.5, Map 5
Measure 
Manage 1.1

6.4.2 Risk identification Map 1.1, Map 5

6.4.2.3 Identification of risk sources Map

6.4.2.4 Identification of potential events and outcomes Map 5.1

6.4.2.5 Identification of controls Map
Measure
Manage

6.4.2.6 Identification of consequences Map 5.1

6.4.3 Risk analysis Map
Measure

6.4.3.2 Assessment of consequences Map 5.1
Measure 

6.4.3.3 Assessment of likelihood Map 5.1
Measure

6.4.4 Risk evaluation Map
Measure
Manage

6.5 Risk treatment Manage

6.5.2 Selection of risk treatment options Map 1.5
Manage 1

6.5.3 Preparing and implementing risk treatment plans Manage 2

6.6 Monitoring and review Measure
Manage 4

6.7 Recording and reporting Govern 4
Map
Measure
Manage 4
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4.2 PRELIMINARY MAPPING TO ISO/IEC FDIS 42001

For a mapping between the NIST AI RMF and the draft AI management standard ISO/IEC FDIS 
42001, see Microsoft (2023b). We aim to provide an updated mapping after release of the final 
version of ISO/IEC 42001.

4.3 MAPPING TO WHITE HOUSE AI COMMITMENTS

In this section, we provide mapping of profile guidance to the code of conduct represented by 
the commitments announced with the White House (2023a) by several frontier model devel-
opers, when developing and releasing foundation models more capable than the July 2023 
industry frontier. 

Table 6: Mapping to White House AI Commitments

White House AI Commitments NIST AI RMF Functions, Categories, or Subcategories 
with the most relevant guidance in this Profile

1) Commit to internal and external red-teaming of models or 
systems in areas including misuse, societal risks, and national 
security concerns, such as bio, cyber, and other safety areas

Govern 1.5, Govern 5.1
Map 2.3, Map 5.1
Measure 1.1, Measure 1.3, Measure 2
Manage 1.3, Manage 2.4

3) Invest in cybersecurity and insider threat safeguards to 
protect proprietary and unreleased model weights

Measure 2.7
Manage 1.3

4) Incent third-party discovery and reporting of issues and 
vulnerabilities

Govern 4, Govern 5
Map 5.2
Measure 3.3
Manage 4

5) Develop and deploy mechanisms that enable users 
to understand if audio or visual content is AI-generated, 
including robust provenance, watermarking, or both, for AI-
generated audio or visual content

Measure 2.7, Measure 2.8
Manage 1.3, Manage 4

6) Publicly report model or system capabilities, limitations, 
and domains of appropriate and inappropriate use, including 
discussion of societal risks, such as effects on fairness and 
bias

Govern 4
Map 1.5
Manage 1.3

7) Prioritize research on societal risks posed by AI systems, 
including on avoiding harmful bias and discrimination, and 
protecting privacy

Govern 2.3
Measure 1
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Glossary

ACRONYMS

FLOP: Floating-point operations
GPAI or GPAIS: General-purpose AI system or systems, e.g., LLMs. 
LLM: Large language model
NIST: United States National Institute of Standards and Technology
RLHF: Reinforcement learning from human feedback (see, e.g., Bai et al. 2022)
TEVV: Test, evaluation, verification and validation

TERMS

Developer (of a GPAIS): An organization acting as an original developer or creator of a 
GPAIS. (Also synonymous with “upstream developer,” below.) Under the draft EU AI Act, 
an upstream GPAIS developer would be a GPAIS “provider” to downstream developers (EU 
2021b).

Downstream developer: An organization that builds a software application on a GPAIS, typ-
ically to create an end-use application with one or more specific intended purposes or use 
cases. Under the draft EU AI Act, a downstream developer would be a “user” to upstream 
GPAIS developers, but would be a “provider” to end users of the downstream developer’s 
applications (EU 2021b).

Foundation model: “Any model that is trained on broad data (generally using self-supervision 
at scale) that can be adapted (e.g., fine-tuned) to a wide range of downstream tasks” (Bom-
masani et al. 2021, p. 3). We treat foundation models as a large-scale, high-capability subset 
of pretrained GPAIS, trained on relatively large data sets, resulting in relatively large-size 
pretrained models with relatively broad or high levels of capabilities, often released in ways 
that result in large numbers of users.

Foundation model frontier: Thresholds or criteria for identifying GPAIS or foundation mod-
els as cutting-edge or highly capable, i.e. as frontier models. A foundation model frontier can 
be characterized in terms of amounts of usage of compute (e.g, floating-point operations or 
FLOP) in model training, model size, training data size, expected model capabilities, or other 
characteristics as appropriate, in comparison to other foundation models that have been 
trained or released, or that had been released at a particular point in time such as July 2023 
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(see, e.g., White House 2023a). As part of consideration of whether a GPAIS or foundation 
model would be above, at, or near a foundation model frontier, it can be appropriate to 
consider model release type. E.g., for a foundation model developer that plans to provide 
open-source, fully open, or downloadable access for a particular foundation model, it can be 
appropriate to compare against other foundation models that have been released via open-
source, fully open, or downloadable access.

Frontier model: Cutting-edge, state-of-the-art, or highly capable GPAIS or foundation model. 
Currently the main examples of frontier models or frontier training runs are LLMs or mul-
timodal GPAIS or foundation models trained with record-breaking or near record-breaking 
sizes for model parameters, computational resources, and/or data (see, e.g., Ganguli, Her-
nandez et al. 2022).

General-purpose AI system (GPAIS): “An AI system that can accomplish or be adapted to 
accomplish a range of distinct tasks, including some for which it was not intentionally and 
specifically trained” (Gutierrez et al. 2022, p. 22). We treat GPAIS as an umbrella term that 
also includes foundation models, frontier models, and generative AI, except where we need 
to be more specific.

Generative AI: “Any AI system whose primary function is to generate content” (Toner 2023). 
We typically only use the term “generative AI” to highlight issues specific to synthetic text 
(which can include software code), images, video, audio, or other synthetic media. 

Upstream developer (of a GPAIS): Synonymous with “developer” of a GPAIS, above.
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Appendices 

APPENDIX 1: OVERVIEW OF DEVELOPMENT APPROACH 

In this document, as in Section 4 and other sections of Barrett et al. (2022), we take a proactive 
approach to drafting elements of actionable AI risk management guidance, with a focus on 
the broad context and associated risks of increasingly general-purpose AI, and on addressing 
risks of adverse events with impacts or consequences at societal scale. We identify ideas for 
guidance from review of relevant literature, as well as from subject-matter experts in AI safety, 
security, ethics, and policy, or any interested reader of our publicly available drafts. We invite 
input and feedback from invited participants in a series of virtual workshops and interviews, as 
well as from any reader of publicly available drafts that we post on our project webpage (CLTC 
2022). We develop and incorporate small, simple pieces of guidance, especially on high-con-
sequence risk factors and related issues, for which appropriate guidance development seems 
immediately tractable. (See Appendix 2 for more on these criteria for actionable guidance.) We 
also aim to provide a roadmap for identifying additional critical topics for which appropriate 
guidance development would take more time, as these topics could be addressed in future 
versions of the profile document. (See Appendix 3 for the Roadmap.) 

Broadly speaking, with this profile we aim to provide guidance analogous to what is provided 
in NIST Cybersecurity Framework profiles. This includes supplemental guidance to implement 
high-priority framework activities or outcomes for a particular industry sector or cross-sector 
context, and mapping relevant standards, guidelines, and regulations.

We aim for sharing of responsibilities across the AI value chain to actors best positioned to 
address key issues.

APPENDIX 2: KEY CRITERIA FOR GUIDANCE

We aim for the guidance in this profile to meet the following criteria; see Section 2.1 of Barrett 
et al. (2022) for more detail. Guidance should be:

1. Actionable and clear enough to be usable in context of the NIST AI RMF, ISO/IEC 23894, or 
similar frameworks and standards.
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2. Usable for key stages of an AI lifecycle, e.g., design, development, test, and evaluation.
3. Provides meaningful and testable (i.e. “measurable”) indicators of AI system trustworthi-

ness, or at least enables documentability of risk management processes.
4. Compatible with relevant standards or regulations, e.g., from NIST, ISO/IEC, IEEE, or the EU 

AI Act.
5. Compatible with enterprise risk management (ERM) frameworks typically used by busi-

nesses and agencies.
6. Unlikely to be misinterpreted or misapplied by users or other stakeholders in ways that 

would be net-harmful.
7. Sufficiently future-proof to be applied to AI systems over the next 10 years.

APPENDIX 3: ROADMAP OF ISSUES TO ADDRESS IN FUTURE VERSIONS OF 
THE PROFILE

In this section, we list issues we aim to address in future versions of the Profile. These topics 
seem important and worth addressing, but available best practices and resources on these top-
ics do not yet meet the above criteria for actionable guidance. We draw much of our initial list 
and discussion below from Section 5 of Barrett et al. (2022). Issues we aim to address include:

• More specific risk-management guidance for specific types of GPAIS, e.g., image generators 
or large language models, or specific examples in particular industries or applications.

 »  Such guidance could draw upon more detailed best practices specific to synthetic me-
dia (as in PAI 2023a), LLMs (as in Cohere, OpenAI, and AI21 Labs 2022), etc.

• Comprehensive sets of mechanisms or controls to help organizations mitigate identified 
risks.

 »  We have outlined a number of currently available controls in Section 3.4 of this docu-
ment, in guidance under the AI RMF Manage function. We aim to incorporate more as 
they become available. For GPAIS, additional mechanisms could include ongoing mon-
itoring and evaluation mechanisms that protect against evolving risks from continually 
learning AI systems.

• Objectives mis-specification and goal mis-generalization (i.e., misalignment of system be-
havior with designer goals) characterization and measurement. This might be most rele-
vant for systems whose creation or operation involves an agent, which can be defined as a 
system that can “adapt their policy if their actions influenced the world in a different way” 
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(Kenton 2022). Risk management considerations for objective mis-specification and goal 
mis-generalization is important for agentic GPAIS (autoGPT-style agents) but not necessar-
ily for language models that are not agentic.

 »  An active area of AI safety research aims to develop methods for aligning AI systems 
during model training, and for validation and verification of AI system objectives align-
ment (see, e.g., Ouyang et al. 2022, and Bai et al. 2022; for more on challenges and fu-
ture directions, see, e.g., Section 4 of Hubinger et al. 2019, Gabriel 2020, Section 4.9 of 
Bommasani et al. 2021, and Section 4 of Hendrycks, Carlini et al. 2021). These methods 
will be increasingly important as AI systems grow in capability.

• Generality (i.e. breadth of AI applicability/adaptability) characterization and measurement.
 »  While GPAIS are “general-purpose,” the generality and levels of capability of a GPAIS 

can be assessed and characterized on a spectrum or on multiple dimensions. If as-
sessment indicates high generality of a GPAIS, we expect it would be appropriate to 
conduct more in-depth risk assessment, more assessment of use cases beyond the 
originally intended use cases, longer time horizons in risk assessment, more continuing 
assessment, etc. (Ideally, a generality assessment process would be quick and low-cost 
for AI systems with low generality, while accurately identifying GPAIS with high general-
ity. Perhaps a simple assessment of generality could be a straightforward extension of 
our recommendations for identifying potential uses of a GPAIS.) For discussion of AI 
generality as a basic concept, see, e.g., Bommasani et al. (2021). For research on how to 
assess generality, see, e.g., Hernández-Orallo (2019) and Martínez-Plumed and Hernán-
dez-Orallo (2020).

• Recursive improvement potential characterization and measurement.
 »  It could be valuable to assess the degree to which GPAIS could recursively improve 

their capabilities, e.g., by editing their own training algorithm code through code 
generation or using neural architecture search. For such systems, greater levels of 
safety and control measures could be appropriate. As previously mentioned, recursive 
improvement potentially could result in GPAIS with unexpected emergent capabilities 
and safety-control failures. As the DeepMind paper on the software code-generation 
AI system AlphaCode stated, “Longer term, code generation could lead to advanced AI 
risks. Coding capabilities could lead to systems that can recursively write and improve 
themselves, rapidly leading to more and more advanced systems” (Li et al. 2022). For 
discussion of related issues, see, e.g., Russell (2019).
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• Situational awareness characterization and measurement.
 »  AI systems with situational awareness would be able to make accurate predictions 

about the humans interacting with them and about their own system architectures, or 
have other advanced world knowledge or self-knowledge (Ngo, Chan et al. 2022, pp. 
3–4). Some initial testing on situational awareness was performed in Perez, Ringer et al. 
2022 (pp. 11, 13, 40). The researchers prompted LLMs of different sizes and degrees of 
RLHF fine-tuning about their awareness of being an AI and certain architectural details, 
but results were mixed and not strongly conclusive. More study is needed to better 
understand under what conditions situational awareness might arise in models, how 
to test for it, and which specific risks and issues are associated with that in order to 
recommend actionable guidance for GPAIS developers on this topic.

• Other measurement/assessment tools for technical specialists testing key aspects of GPAIS 
safety, reliability, robustness, interpretability, etc.

 »  AI safety researchers are working on a number of other concepts and measurement 
tools, many of which aim to address challenges in AI safety, reliability, robustness, 
interpretability and explainability, etc. that are expected to grow as AI systems become 
increasingly advanced and powerful. See, e.g., Amodei et al. (2016), Ray et al. (2019), 
OpenAI (2019c, 2019d), and Hendrycks, Carlini et al. (2021). Measurement of these AI 
risk-related properties is an active area of research; see, e.g., the discussion and refer-
ences provided for Direction 1 (“Measuring and forecasting risks”) in the 2021 Open 
Philanthropy request for proposals for projects in AI alignment (Open Philanthrophy 
2021, Steinhardt and Barnes 2021).

APPENDIX 4: RETROSPECTIVE TEST USE OF PROFILE DRAFT GUIDANCE

Appendix 4A: Profile draft-guidance testing methodology and main results

As a feasibility test and illustration of our Profile guidance for real-world large-scale foundation 
models, we applied full drafts of our guidance (Barrett, Hendrycks et al. 2023, Barrett, Newman 
et al. 2023) to four recently released, relatively large-scale foundation models: GPT-4, Claude 2, 
PaLM 2, and Llama 2. We used publicly available information about each model, such as system 
cards, technical reports, and blog posts. In addition, we analyzed publicly available information 
around company practices, adjacent models, and related research, although not exhaustively. 
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We considered the draft Profile feasibility test results as we worked on guidance revisions for 
the Profile version 1.0. We also aimed for the model-specific results to be useful to the foun-
dation model developers whose models we evaluated. Our testing revealed potential areas to 
apply additional best practices and areas that could benefit from additional documentation of 
the developers’ practices. Finally, we have aimed for the model-specific results to be useful to 
readers as illustrations of how one could implement the Profile. Therefore, although our initial 
model-specific profile guidance fulfillment ratings and rationales were based on guidance in 
the earlier First Full Draft Profile (Barrett, Hendrycks et al. 2023), in the material that follows 
we typically have updated our model-specific guidance ratings and rationales to reflect and 
illustrate the guidance in the current version 1.0 of the Profile, except where we refer specifi-
cally to the earlier First Full Draft Profile. (For many AI RMF subcategories, there were few or 
no changes in guidance between the First Full Draft Profile and the version 1.0 Profile, but there 
were notable changes for Manage 2.4, as discussed in the following.)

This analysis has several important limitations. First, this is an “alpha test” use of the Profile 
guidance by members of our Profile guidance-development team, rather than a “beta test” 
use of the Profile guidance by the organizations that created the foundation models. Thus, our 
analysis is limited to publicly available information. (We provided the foundation model devel-
oper organizations with an opportunity to review and comment on our draft analysis, but we 
did not ask for any materials that were not publicly available.) Fulfillment of Profile guidance in 
many Profile subcategories could not be assessed with only publicly available information. Sec-
ond, our assessment is retrospective on AI systems that have already been developed, without 
real-time opportunities to prompt use of the Profile guidance at relevant AI system lifecycle 
stages. Third, we focused this analysis mainly on the high-priority AI RMF subcategories as 
identified in the Executive Summary of this Profile. Fourth, there might be differences between 
the development and deployment approaches for some of these models, such as for whether 
developers performed red-teaming or other evaluations on pretrained foundation models or 
on GPAIS platforms that incorporated the pretrained models and also contained additional risk 
management controls, which might lead to inconsistencies in basis for comparison. Finally, our 
Profile guidance fulfillment ratings in the following tables are only approximate indicators of 
the extent of fulfillment of relevant guidance within each AI RMF subcategory; we provide more 
detail within our discussion of each rating, though not exhaustive discussion.

Below are the main high-level findings and recommendations from our analysis, with associated 
AI RMF subcategories:
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• Applying the Profile guidance from the high-priority AI RMF subcategories appears to be 
generally feasible for large-scale foundation model developers, based on the four such 
models we tested. 

 »  However, application of guidance in the First Full Draft Profile for several high-priority 
AI RMF subcategories (Map 1.5, Map 5.1, Manage 2.3, and Manage 2.4) did raise ques-
tions (e.g., on how much documentation to share publicly, and on when open-source 
or fully open-access release would be most appropriate) which resulted in our adding 
draft guidance in those sections.

• Although all four models we analyzed were LLMs or multimodal models released in 2023 by 
US-based companies, there was substantial variance in the levels of fulfillment we observed 
for each of them for many of the high-priority AI RMF subcategories.

• All four models’ documentation or references included analysis of risks that the models 
presented (Govern 4.2, Map 1.1). However, none of the models’ available documentation 
included discussion of unacceptable risk thresholds (Map 1.5) or likelihood/magnitude esti-
mates of the risks they analyzed (Map 5.1), with the exception of GPT-4, which alluded to an 
internal process of prioritizing risks based on likelihood/magnitude.

• Several high-priority AI RMF subcategories were difficult to assess because relevant doc-
umentation was not always publicly available. For these subcategories where foundation 
model developers did not make all recommended documentation publicly available, we 
recommend that model developers ensure that they can provide such documentation to 
auditors or others as appropriate. Areas where relevant documentation was frequently not 
found include:

 » Map 1.5: Set risk-tolerance thresholds for unacceptable risks
 » Map 5.1: Estimate likelihood and magnitude of impacts
 » Manage 1.1: Go/no-go decisions
 » Manage 2.3: Unforeseen risk controls
 » Manage 2.4: System update and emergency shutdown controls

• Model testing could be improved by expanding bias testing as outlined by Globus-Harris et 
al. (2022), by introducing bias-specific bug-bounty programs, and by improving or clarifying 
vulnerability or error disclosure procedures (Chowdhury and Williams 2021, Kenway et al. 2022). 

• Keeping foundation model weights private (e.g., by employing a hosted API approach) 
appeared to be a necessary prerequisite for applying the First Full Draft Profile guidance in 
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some high-priority AI RMF subcategories, particularly Manage 2.3: Unforeseen risk controls 
and Manage 2.4: System update and emergency shutdown controls. Although open-source 
and open-access software in general carries many benefits, in the context of foundation 
models, it may be too challenging to ensure that critical updates are effectively propagated 
to all deployed instances of the model after model weights have been released or leaked. 
This suggests that open-source GPAIS developers should place especially high priority on 
pre-release safety testing and other controls to ensure sufficient levels of safety and other 
risk-management aspects of models before making them downloadable, fully open-access, 
or fully open-source.

 »  To address this point, in the Profile version 1.0, we added more extensive, more nu-
anced, and more actionable guidance under Manage 2.3 and 2.4 on responsible ap-
proaches to open-source and fully open-access for GPAIS and foundation models.

Below, Table A4A-1 (Guidance Testing Rating Legend) provides details on the rating categories 
used in our Profile guidance testing, and Table A4A-2 (Summary of Guidance Testing Ratings) 
provides a high-level summary of how well available information on each of the four models 
indicates fulfillment of the Profile guidance.

Table A4A-1: Profile Guidance Testing Rating Legend

Color Label Description

High fulfillment The model or developer fulfills a strong majority (>80%) of the Profile guidance for the 
indicated NIST AI RMF subcategory.

Medium fulfillment The model or developer fulfills a moderate amount (30-80%) of the Profile guidance for 
the indicated NIST AI RMF subcategory.

Low fulfillment The model or developer fulfills a clear minority (<30%) of the Profile guidance for the 
indicated NIST AI RMF subcategory.

Unclear At least 50% of the evidence necessary to assess fulfillment of the Profile guidance 
appears to be missing. We try to resolve in a more detailed explanation whether the 
missing information may warrant public clarification from the developer, or whether it 
is appropriately private information that the developer need not disclose, or whether 
it is appropriately non-public but should be made available on a confidential basis to 
independent evaluators or auditors. 
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Table A4A-2: Summary of Profile Guidance Testing Ratings 

High-Priority AI RMF Subcategories GPT-4 Claude 2 PaLM 2 Llama 2

Govern

Govern 2.1: Risk assessment and risk management High High High Medium

Govern 4.2: Report on AI system risk factors Medium High Medium Medium

Map

Map 1.1: Identify potential uses/misuses and other impacts Medium High Medium High

Map 1.5: Set risk-tolerance thresholds for unacceptable risks Unclear Unclear Unclear Unclear

Map 5.1: Estimate likelihood and magnitude of impacts Medium Unclear Unclear Unclear

Measure

Measure 1.1: Tracking important risks: Metrics and red teaming High High Medium High

Measure 3.2: Tracking elusive risks: Qualitative mechanisms Medium Medium Unclear High

Manage 

Manage 1.1: Go/no-go decisions Unclear Unclear Unclear Unclear

Manage 1.3: High-priority risk controls Medium Medium Medium Medium

Manage 2.3: Unforeseen risk controls Medium Medium Unclear Low

Manage 2.4: System update and emergency shutdown controls Unclear Unclear Unclear Low

We provide more information in the following. In Appendix 4B, we outline the feasibility issues 
identified in the First Full Draft Profile. In Appendices 4C, 4D, 4E, and 4F, we provide our rea-
soning for guidance testing ratings on GPT-4, Claude 2, PaLM 2, and Llama 2, respectively. 

Appendix 4B: Feasibility issues identified in First Full Draft of Profile  

Below, we list issues we identified with feasibility of guidance in a number of AI RMF subcategories 
of the First Full Draft Profile. For several of these, including the high-priority subcategories, we 
have already refined Profile guidance to address these issues for the Profile version 1.0. For some 
other subcategories, we may implement additional refinements in future versions of the Profile.

High-Priority AI RMF Subcategories:

• Map 1.5 and Map 5.1 testing raised the following questions: How much information on an 
organization’s risk tolerance thresholds and assessments of impact magnitude and likeli-
hood should be disclosed in publicly available materials? When is it appropriate to assume 
internal documents typically kept private within the company exist and are sufficient?

 »  To clarify this point, in Profile version 1.0, we added the following in the Executive 
Summary and Section 2, on expectations for what documentation to share publicly: 
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“Documentation on many items should be shared in publicly available material such 
as system cards. Some details on particular items such as security vulnerabilities can 
be responsibly omitted from public materials to reduce misuse potential, especially if 
available to auditors, Information Sharing and Analysis Organizations, or other parties 
as appropriate.”

• Manage 2.3 and 2.4 of the First Full Draft Profile had little explicit guidance on open-source 
and open-access releases; instead it simply (if implicitly) contained a blanket recommen-
dation against publicly releasing GPAIS or foundation model parameter weight, stating, 
“Open-source GPAIS developers that publicly release the model parameter weights for 
their GPAIS, and other GPAIS developers that suffer a leak of model weights, will in effect 
be unable to decommission GPAIS that others build using those model weights.” We gave 
substantial weight to this consideration in our Profile draft guidance testing ratings. How-
ever, we also realized that we needed to provide more extensive, more nuanced, and more 
actionable related guidance under Manage 2.3 and 2.4 for GPAIS model developers that 
want to open-source their models.

 »  To address this point, in Profile version 1.0, we added draft guidance under Manage 2.3 
and 2.4 on responsible approaches to open-sourcing GPAIS and foundation models. 
Following is a key passage, under Manage 2.4: “GPAIS and foundation model develop-
ers that plan to release a GPAIS or foundation model with downloadable, fully open, or 
open-source access, where that model would be above, at, or near a foundation model 
frontier, should first use a staged-release approach (e.g., not releasing model parame-
ter weights until after an initial closed-source or structured-access release where no 
substantial risks or harms have emerged over a sufficient time period with red teaming 
and other evaluations as appropriate), and should not proceed to a final step of releas-
ing model parameter weights until a sufficient level of confidence in risk management 
has been established, including for safety and societal risks and risks of misuse and 
abuse. Such models that would be above a foundation model frontier should be given 
the greatest amount of duration and depth of pre-release evaluations, as they are the 
most likely to have dangerous capabilities or vulnerabilities, or other properties that 
can take some time to discover.”

Other AI RMF Subcategories:

• Govern 1.2, Map 1.1, Map 1.3, Map 3.1, Map 3.2, Map 3.3, and many other subcategories had 
the issue that there is a great deal of redundancy in the guidance from both the AI RMF 
and the Profile across many subcategories. This does not result in infeasibility, per se, 
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but we note that it comes with unnecessary verbosity, which can make it more difficult 
for developers to understand and apply the guidance from the Profile and the AI RMF. It 
also adds complexity to rating or evaluating a model’s fulfillment of the Profile guidance, 
because when similar recommendations are made in multiple different subcategories, an 
evaluator has to decide in which subcategories to count the following or not following of 
the recommendation, and how much it should count toward the overall rating of each of 
those subcategories. 

 »  On the other hand, this redundancy also can provide some flexibility for organizations 
that perform similar risk management steps but document them under other AI RMF 
subcategories. We added a note in Section 2 as follows: “It also can be appropriate to 
follow the guidance in this document for these risk management steps, but to apply 
and document them under other, closely related risk management steps (typically not-
ed in this document with “see also” statements pointing to guidance in other sections 
of the Profile). For example, if your organization sets risk-tolerance thresholds under 
Govern 1.3 instead of under Map 1.5, then as part of your organization’s process for 
Govern 1.3, it can be appropriate to follow guidance in this Profile under Map 1.5.”

• Map 1.6 includes a recommendation to “Promote transparency by enabling external stake-
holders to access information on the design, operation, and limitations of the AI system.” 
However, some approaches to following this recommendation may be less appropriate for 
frontier models, for which architectural details are often not published because of con-
cerns around misuse risks.

 »  We have not added guidance specifically on this point under Map 1.6. However, this 
may be partly addressed by a parenthetical statement we added in the Executive 
Summary and Section 2: “(Documentation on many items should be shared in publicly 
available material such as system cards. Some details on particular items such as secu-
rity vulnerabilities can be responsibly omitted from public materials to reduce misuse 
potential, especially if available to auditors, Information Sharing and Analysis Organiza-
tions, or other parties as appropriate.)”

• Map 2.3, Measure 4.1-4.3, and Manage 4.2 recommend notifying or engaging with stake-
holders in multiple ways during the AI lifecycle. For GPAIS, it is difficult for developers 
to consult with the full range of stakeholders that might be impacted or work with their 
technology. Similar issues exist with recommendations to consult “domain experts” and to 
apply actions at every point of the AI lifecycle. 

 »  In a future version of the Profile, we may add guidance to prioritize the testing, evalua-
tions, and engagements that as developers, they are uniquely positioned to address. 
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• Map 3.5 testing raised the following question: How should developers interpret processes 
for human oversight in the context of GPAIS?

 » In a future version of the Profile, we may add related guidance.

• Measure 2.3 (also similar in Map 1.6) recommends “regular and sustained engagement with 
potentially impacted communities.” Every developer has implemented a different approach 
to fulfilling this requirement and none has done so in full. Multiple frameworks exist for 
regular and sustained engagement, but what this looks like in practice for GPAIS, and com-
mercial LLMs in particular, is still an area of research and development (Creative Reaction 
Lab 2023).

 » In a future version of the Profile, we may add related guidance.

• Measure 2.9 testing raised the following issue: Standards on interpretability and explainabil-
ity are very difficult to apply to deep learning models such as present-day LLMs, since these 
types of models are highly inscrutable using methods available today.

 »  As an initial step to refine the guidance on this issue under Measure 2.9, we have made 
a separate bullet and slightly revised the language of the following guidance under 
Measure 2.9: “While interpretability techniques are not yet sufficient to assess risks 
such as hidden failures of RLHF for GPAIS alignment, developers of GPAIS (especially 
frontier models) should include such risks in a risk register or other tool for tracking 
identified risks that are difficult to assess. (See related guidance in this document un-
der Measure 3.2.)”

• Manage 3.1 testing raised the following question: How should developers interpret 
“third-party” resources/systems in the context of LLMs? Is this the training corpus, soft-
ware dependencies used to develop a model, both, or neither?

 » In a future version of the Profile, we may add related guidance. 

Appendix 4C: GPT-4

OpenAI’s latest major LLM release, GPT-4, is a large multimodal model (accepting image and 
text inputs, emitting text outputs) that while less capable than humans in many real-world sce-
narios, exhibits human-level performance on various professional and academic benchmarks. 
(OpenAI 2023a)

Based on preliminary high-level testing for OpenAI’s GPT-4 using publicly available informa-
tion, the most common rating for high-priority Profile subcategories was “Medium fulfillment” 
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(6 out of 11 subcategories); “Unclear” was second-most common (3 out of 11 subcategories); 
“High fulfillment” followed (2 out of 11 subcategories); and “Low fulfillment” was least common 
(0 out of 11 subcategories).

OpenAI provided documentation of risks and mitigations with the GPT-4 release in OpenAI 
(2023a) and OpenAI (2023b), the GPT-4 Technical Report and the GPT-4 System Card, among 
other documents. Internal and external red-teaming efforts helped with fulfillment in many 
areas, as did the introduction of the company’s bug bounty program. Benchmarking performed 
by the development team and documentation of hallucination rates helped establish baselines 
for risk assessment as well. OpenAI’s decision to not release model weights and instead restrict 
all GPT-4 usage to hosted API and ChatGPT access increased security and also contributes to 
fulfillment in areas relating to the ability to recover from previously unforeseen risks (Manage 
2.3) and to update or decommission the system, if necessary (Manage 2.4).

OpenAI could improve fulfillment across multiple Profile subcategories by expanding their bug 
bounty program to award bounties for demonstrated biases. Providing a public-facing incident 
reporting mechanism would also help fulfillment in multiple areas. Other categories could see 
improvement in fulfillment levels by expanding red-teaming efforts to include red-teaming 
across a wider variety of scenarios and risk areas, as well as employing red teaming on the final 
version of the model before deployment. 

GPT-4 testing has focused on established benchmarks and performance metrics as well as eval-
uating dramatic shifts to the labor market and economic opportunities, impacts on democratic 
institutions and quality of life, damage to or incapacitation of a critical infrastructure sector, 
and economic and national security (OpenAI 2023b). Areas that appear to warrant additional 
evaluation include: concentration and control of the power and benefits from AI technologies, 
and environmental impacts.
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Table A4C-1: GPT-4 Profile Guidance Testing Ratings and Rationales

High-Priority AI RMF Subcategories GPT-4

Govern

Govern 2.1: Risk assessment and risk management

Testing and documentation were conducted by OpenAI, which required direct access to training data or 
the AI system, including identifying potential uses, misuses, and abuses of the system. Information has been 
provided to downstream developers on proper use and potential risks, although not exhaustively. 

Clarification from the developer is warranted on whether the appropriate roles, responsibilities, and lines of 
communication are present and internally documented. Sensitive organizational details need not be shared 
publicly, but they can be shared confidentially with independent auditors and evaluators.

High fulfillment

Govern 4.2: Report on AI system risk factors

It is unclear if there are established impact assessment policies and processes used by the organization or if 
these assessments have been mapped with relevant regulatory or legal requirements. It is evident from the 
Acceptable Use Policy that some impact assessment has been conducted to report high risk and disallowed 
use cases (OpenAI 2023e). 

Potential avenues for harm, but not their expected impacts, have been detailed (OpenAI 2023a, OpenAI 
2023b). The lack of impact assessments makes it difficult to  inform broader evaluations of AI system risk.

Some steps have been taken to identify and mitigate potential impacts of bias in the data, including 
inequitable or discriminatory outcomes. The AI system’s development, testing methodology, metrics, and 
performance outcomes have been documented and communicated (OpenAI 2023a,b). 

Medium 
fulfillment 

Map

Map 1.1: Identify potential uses/misuses and other impacts

Potential use cases were explored, but not exhaustively. Risk and impact assessments were undertaken and 
reported (OpenAI 2023a, pp. 4–20). Applying NIST AI RMF guidance will assist in covering gaps in these 
assessments and outlining risks. More information could be provided on the goals and limitations of the data 
collection and processing stages of the development lifecycle. 

To reduce the toxicity of past models, OpenAI has employed workers to manually identify harmful content 
(Perrigo 2023). Some reporting has documented how these work environments negatively impacted the 
mental health of the workers involved. Steps should be taken to protect employees’ and contractors’ rights 
to decent work and working environments.

Medium 
fulfillment 

Map 1.5: Set risk-tolerance thresholds for unacceptable risks

While the developer includes a discussion of many risks, no discussion of their organizational tolerances 
around these risks was found (OpenAI 2023a,b).

It is beneficial but not necessary to publicly share organizational risk tolerances. However, clarification is 
warranted on whether such risk tolerances have been determined and documented internally, and the details 
about risk tolerances can be shared confidentially with independent auditors and evaluators.

Unclear

Map 5.1: Estimate likelihood and magnitude of impacts

While the GPT-4 System Card documents many potential misuses, abuses, and other safety-related issues 
with the model, the likelihood and magnitude of these potential impacts are not explicitly stated (OpenAI 
2023a). The developer does allude to a red teaming process during development which focuses iteratively 
on “which areas may be the highest risk”, implying that they are performing some kind of likelihood and 
magnitude assessment of risks internally (OpenAI 2023b, pp. 44-45). In future documentation, or in 
confidential communications with auditors or other stakeholders as appropriate, we recommend the 
developer include additional details on likelihood and magnitude assessments of risks they identified and 
their process for doing so in order to help with evaluating the quality and robustness of this process.

Medium 
fulfillment 
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Measure

Measure 1.1: Tracking important risks: Metrics and red-teaming

GPT-4 testing used a variety of quantitative and qualitative metrics for assessment. The GPT-4 Technical 
Report (OpenAI 2023b) and GPT-4 System Card (OpenAI 2023a) outline this testing. 

OpenAI (2023b) includes performance results of the model on MMLU and several other academic 
benchmarks. BIG-bench, HELM, and LAMBADA were not included.

OpenAI partnered with an independent red-teaming organization, ARC Evals. However, ARC Evals did not 
have an opportunity to red-team GPT-4 after changes were made to the model (ARC Evals 2023a). OpenAI 
also worked with several other red-teamers to test the model across a variety of use cases (OpenAI 2023a).

Evaluation of model impacts included the dual-use potential for enabling biological and chemical risks, 
cybersecurity, disinformation and influence operations, harmful content, biases and perpetuation of 
stereotypes, influence operations, privacy, potential for risky emergent behaviors, interactions with other 
systems, economic impacts, acceleration risks, and overreliance (OpenAI 2023a).

High fulfillment 

Measure 3.2: Tracking elusive risks: Qualitative mechanisms

OpenAI provides a bug bounty program for GPT-4 (OpenAI 2023c). They also provide mechanisms through 
which users and downstream developers can report problematic model outputs (OpenAI n.d.). While the 
GPT-4 System Card documents many potential misuses, abuses, and other safety-related issues with the 
model, the rate and severity of these cases are not explicitly stated (OpenAI 2023a).

Medium 
fulfillment 

Manage

Manage 1.1: Go/no-go decisions

OpenAI delayed the release of GPT-4 for six months, in part to conduct additional safety research (OpenAI 
2023b, p. 59). However, analysis was not found on how the determination was made as to whether GPT-4 
achieves its intended objectives.

It is not necessary to publicly share the details about these determinations (though such transparency 
would be applauded). However, clarification is warranted on whether such analysis was performed and 
documented internally, and whether the details of such an analysis can be shared confidentially with 
independent auditors and evaluators.

Unclear

Manage 1.3: High-priority risk controls

The GPT-4 System Card documents many potential misuses, abuses, and other safety-related issues with the 
model (OpenAI 2023a). They also allude to an internal process of risk prioritization based on risk likelihood 
and magnitude used during GPT-4 development, though the details of this process and the assessments are 
not publicly documented (OpenAI 2023b, pp. 44–45).

There are limited details on the data gathering and processing procedures involved for GPT-4 training. 

GPT-4 details on parameter count and training time have not been officially released. Other GPT models 
have been orders of magnitude larger than their predecessors. 

Publicly available cybersecurity testing of the model was limited.

Medium 
fulfillment 

Manage 2.3: Unforeseen risk controls

GPT-4 usage is restricted to access via ChatGPT, and the API facilitates measuring, monitoring, and 
decommissioning. The Usage Policies that apply to GPT-4 disallows certain activities and content. The 
GPT-4 Technical Report outlines those cases, including the protocols, resources, and metrics in place for 
continuous monitoring of the model. (OpenAI 2023e, OpenAI 2023b pp. 66–68)

Medium 
fulfillment 

Manage 2.4: System update and emergency shutdown controls

OpenAI has used a staged-release approach to releasing large language models such as GPT-2, as well as a 
structured-access approach through an API for GPT-3, partly to minimize risks of misuse OpenAI (2023b). 
GPT-4 usage was restricted to only hosted access via ChatGPT and the API. Details of any catastrophic event 
response procedures have not been shared publicly.

Unclear
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Appendix 4D: Claude 2

Anthropic’s latest major LLM release, Claude 2, is a “general purpose large language model that 
is trained via unsupervised learning, RLHF, and Constitutional AI.” The company claims that 
Claude 2 performs well on and is intended for “general, open-ended conversation; search, writ-
ing, editing, outlining, and summarizing text; coding; and providing helpful advice about a broad 
range of subjects” (Anthropic 2023c, p. 1).

Based on preliminary high-level testing for Anthropic’s Claude 2 using publicly available infor-
mation, the most common ratings for high-priority Profile subcategories were “High fulfill-
ment” and “Unclear” (both with 4 out of 11 subcategories); “Medium fulfillment” followed (3 
out of 11 subcategories); and “Low fulfillment” was least common (0 out of 11 subcategories).

Anthropic provided documentation of risks, mitigations, and acceptable use with the Claude 
2 release in Anthropic (2023c), Anthropic (2023d), and Anthropic (2023e), the updated Mod-
el Card and Evaluations for Claude Model, Acceptable Use Policy v. 1.3, and Core Views on AI 
Safety, among other documents. Internal and external red-teaming efforts helped with fulfill-
ment in many areas, as did the specificity of the allowed and disallowed cases. Benchmarking 
performed by the development team and documentation of trustworthiness contributed to 
fulfillment as well. Anthropic’s decision to not release model weights and instead restrict usage 
to hosted API and a web interface increased security and contributed to fulfillment in areas 
relating to abilities to recover from previously unforeseen risks (Manage 2.3) and to update 
or decommission the system, if necessary (Manage 2.4). Additionally, Anthropic has publicly 
reported fulfillment of many security requirements through their Trust Portal reporting (An-
thropic 2023f).

Anthropic could improve fulfillment across multiple Profile subcategories by expanding their 
assessment of demonstrated biases. Providing a public-facing incident reporting mechanism 
would also aid in continuous risk-tracking (Measure 3.2). We also recommend expanding 
red-teaming efforts to include red-teaming across a wider variety of scenarios and risk areas. 

Claude 2 testing included use of established benchmarks and performance metrics, and RLHF 
and Constitutional AI were applied to help mitigate risk of harmful content generation. The 
developer states that “[b]ased on our evaluations, we do not believe any deployed versions of 
Claude pose national security or significant safety related risks in the areas that we have iden-
tified.” Specific discussion of the following important areas was not found, but there is some 
suggestion that this may be due to concerns from the developer around information hazards: 
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damage to or incapacitation of a critical infrastructure sector, economic security, concentra-
tion and control of the power and benefits from AI technologies, dramatic shifts to the labor 
market and economic opportunities, impacts on democratic institutions and quality of life, and 
environmental impacts (Anthropic 2023c, p. 2). 

Table A4D-1: Claude 2 Profile Guidance Testing Ratings and Rationales

High-Priority AI RMF Subcategories Claude 2

Govern

Govern 2.1: Risk assessment and risk management

Early-stage development risks are assessed and mitigated for a variety of AI research projects and 
applications (Anthropic 2023a, pp. 2-7). Identified potential uses, misuses, and abuses of the system are 
listed (Anthropic 2023c, 2023d). Testing that is uniquely suited to developers with access to the data 
and system are performed. Information is provided to independent auditors, external red teamers, and 
crowdworker platforms (Anthropic 2023c, p. 2). Public information about system risk factors, incidents, 
and knowledge limits are provided, but this is an area for improvement. We are unsure of the full scope of 
information provided to downstream developers.

 High fulfillment 

Govern 4.2: Report on AI system risk factors

We do not have access to the impact assessment policies and processes used internally by Anthropic; 
however, the public information provided in the Acceptable Use Policy (AUP) and statements around 
intended uses and limitations more broadly indicate some systematic impact assessments were conducted 
(Anthropic 2023d). There has been extensive documentation on some areas of risk and circumstances that 
could result in impacts or harms (Anthropic 2023c).

High fulfillment 

Map

Map 1.1: Identify potential uses/misuses and other impacts

Potential use cases and misuse cases are identified and consideration is given to factors in the Universal 
Declaration of Human Rights (Anthropic 2023d). More information could be provided on data collection 
and data processing stages of development. Providing more documentation on the goals and limitations of 
the data collection and curation processes, and the implications of those limitations for the resulting model, 
would be helpful for downstream developers. 

High fulfillment 

Map 1.5: Set risk-tolerance thresholds for unacceptable risks

Specific policies on unacceptable-risk thresholds for GPAIS development and GPAIS deployment could be 
provided in addition to general guidance on acceptable use, informed by formal risk analysis processes 
(Anthropic 2023e). Stated commitments to building models with particular features could be made more 
robust by a commitment to only build and deploy models that meet particular thresholds. We do not have 
information on internal risk analysis.

It can be beneficial but is not necessary to publicly share organizational risk tolerances. However, clarification 
is warranted on whether such risk tolerances have been determined and documented internally, and the 
details of these can be shared confidentially with independent auditors and evaluators.

Unclear
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Map 5.1: Estimate likelihood and magnitude of impacts

A variety of potential misuse cases are identified, but the likelihood and magnitude of each identified impact 
(both potentially beneficial and harmful) are not included in public documentation (Anthropic 2023c, 
2023d). The misuse cases reported do not cover all major domains based on expected use, past uses of 
AI systems in similar contexts, public incident reports, and feedback from those external to the team that 
developed or deployed the AI system.

In the future, we recommend the developer either update their documentation to include likelihood and 
magnitude assessments of risks they have identified or clarify whether they have done such analysis privately 
and internally but decided not to include it in their public documentation.

Unclear

Measure

Measure 1.1: Tracking important risks: Metrics and red teaming

Bias-specific benchmarks are used (e.g., BBQA) among a variety of other benchmarks and discussions 
and documentation of trustworthiness (Anthropic 2023c, p. 2). Red-teaming exercises and independent 
auditing (including from ARC and human feedback red teaming) are present (Anthropic 2023c, p. 2).

Evaluation of model impacts included cybersecurity, harmful content, biases and perpetuation of 
stereotypes, privacy, potential for risky emergent behaviors, and interactions with other systems. 

High fulfillment 

Measure 3.2: Tracking elusive risks: Qualitative mechanisms

Public tracking and reporting of risks are not present or are limited. Limiting access to a hosted API and 
a web interface allows for internal risk tracking and ongoing monitoring of newly identified capabilities 
and limitations. The results of one or more internal risk assessments are evident in the recommendations 
provided in the acceptable use policy and other development and deployment measures (e.g., constitutional 
AI). However, these are largely near-term and foreseeable risks. Additional risk-tracking approaches 
would be beneficial for identifying risks that are difficult to assess using currently available measurement 
techniques or where appropriate metrics are not yet available.

Medium 
fulfillment 

Manage

Manage 1.1: Go/no-go decisions

While intended uses and the broad performance goals of “helpfulness, harmlessness, and honesty” are 
outlined for Claude 2, analysis was not found on how the determination was made as to whether this model 
achieved its stated objectives (Anthropic 2023c, pp. 1–2).

It is not necessary to publicly share the details about these determinations (though such transparency 
would be applauded). However, clarification is warranted on whether such analysis was performed 
and documented internally, and whether the details of such analysis can be shared confidentially with 
independent auditors and evaluators.

Unclear

Manage 1.3: High-priority risk controls

Some potential use cases (or categories of use cases) are designated as disallowed/unacceptable. A more 
well-structured and specific outline of high-risk use cases with impact and probability analysis could be 
helpful. Information on the data sets used is not sufficient. An incremental development process is used. 
Cybersecurity testing and compliance measures are publicly reported (Anthropic 2023c, 2023d).

Medium 
fulfillment 

Manage 2.3: Unforeseen risk controls

We do not have access to Anthropic’s specific protocols and procedures, however, the hosted API and 
web-based access approach used for Claude 2 facilitates measuring, monitoring, and decommissioning 
of non-compliant models (Anthropic 2023c). More information on risk tolerances and the processes for 
continuous monitoring and testing could be beneficial.

 Medium 
fulfillment
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Manage 2.4: System update and emergency shutdown controls

Deployment is done gradually, with phased releases and/or structured access with efforts to detect and 
respond to misuse or problematic anomalies (Anthropic 2023c). We do not have access to internal 
emergency response procedures or knowledge of their existence.

The ability to establish mechanisms and responsibilities for updating or shutting down Claude 2 if needed 
is greatly facilitated by the fact that Claude 2 appears to be available only via the API and other Anthropic 
services (model weights are not released). Access to the API is also limited by a waitlist, achieving a 
gradual release. However, clarification from the developer is warranted on whether such mechanisms and 
responsibilities are in place. 

Unclear

Appendix 4E: PaLM 2

Google DeepMind’s latest major LLM release, PaLM 2, is a “state-of-the-art language model that 
has better multilingual and reasoning capabilities and is more compute-efficient than its prede-
cessor PaLM.” The company describes PaLM 2 as exhibiting “robust reasoning capabilities (. . .) 
on BIG-Bench and other reasoning tasks (. . .), stable performance on a suite of responsible AI 
evaluations, and (. . .) state-of-the-art performance across a diverse set of tasks and capabili-
ties” (Anil et al. 2023).

Based on preliminary high-level testing for Google DeepMind’s PaLM 2 using publicly available 
information, the most common rating for high-priority Profile subcategories was “Unclear” (6 
out of 11 subcategories); “Medium fulfillment” was next-most common (4 out of 11 subcate-
gories); “High fulfillment” followed (1 out of 11 subcategories); and “Low fulfillment” was least 
common (0 out of 11 subcategories).

Google DeepMind provided documentation of risks and mitigations with the PaLM 2 release in 
the PaLM 2 Technical Report (Anil et al. 2023), among other documents. That report focused 
on the pre-trained PaLM 2 model, so any additional instruction-tuning, fine-tuning, and model 
mitigations and management techniques that might have been applied for the end-user appli-
cation are not necessarily reflected in our analysis (Anil et al. 2023, p. 1).

Limiting access to PaLM 2 to the PaLM API and other hosted Google services, not releasing 
model weights, and limiting access to a waitlisted API all contributed to fulfillment in areas 
relating to the ability to recover from previously unforeseen risks (Manage 2.3) and to update 
or decommission the system, if necessary (Manage 2.4) (Anil et al. 2023, p. 9). The developer 
provides discussion of removal of sensitive PII from pre-training data, which helps mitigate risks 
of privacy violations (Anil et al. 2023, p. 9). There are also several caveats around limitations and 
responsible use of PaLM 2 (Anil et al. 2023, pp. 92–93).
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Google DeepMind could improve Profile guidance fulfillment by conducting red teaming efforts 
for PaLM 2 and future models, or by clarifying in their public documentation that red teaming is 
already being performed (see Measure 1.1 in Table A4E-1). We recommend expanding Google Bug 
Hunters to include bias bounties. Overall we recommend testing for a wider range of biases in 
the model. Providing a public-facing incident reporting mechanism for PaLM 2 (or applications 
that make use of it) would also help fulfillment in multiple areas. Other subcategories could see 
improved fulfillment by testing across a wider variety of scenarios and risk areas (see Map 1.1 
in Table A4E-1). Publishing documentation on the version of the model available to end-users 
would help those users understand the risks and risk mitigations that were applied, as well as 
aid downstream developers in their risk mitigation efforts. 

PaLM 2 testing focused on established benchmarks and performance metrics however, con-
text-specific evaluations and mitigation strategies are not found, at least not for the pre-trained 
PaLM 2 model variants documented in Anil et al. (2023). Areas that appear to warrant addition-
al evaluation include: damage to or incapacitation of a critical infrastructure sector, economic 
and national security, concentration and control of the power and benefits from AI technolo-
gies, dramatic shifts to the labor market and economic opportunities, impacts on democratic 
institutions and quality of life, and environmental impacts.
 
Table A4E-1: PaLM 2 Profile Guidance Testing Ratings and Rationales

High-Priority AI RMF Subcategories PaLM 2

Govern

Govern 2.1: Risk assessment and risk management

Testing and documentation were conducted by the developer who had direct access to training data or the 
AI system, including identifying potential uses, misuses, and abuses of the system. Information has been 
provided to downstream developers on proper use and potential risks, although not exhaustively. 

Clarification from the developer is warranted on whether the appropriate roles, responsibilities, and lines of 
communication are present and internally documented. Sensitive organizational details need not be shared 
publicly, but they can be shared confidentially with independent auditors and evaluators. 

High fulfillment

Govern 4.2: Report on AI system risk factors

The developer documents potential harms of algorithmic systems, including disinformation and privacy 
violations (Anil et al. 2023, Shelby et al. 2023).

Medium 
fulfillment 

Map

Map 1.1: Identify potential uses/misuses and other impacts

The developer discusses some uses and potential misuses of PaLM 2, though some high-risk areas are not 
addressed (Anil et al. 2023, pp. 23–26, 62–93).

Detailed information is provided on the goals and limitations of the data collection and data curation 
processes, and on the implications of those limitations on the resulting mode (Anil et al. 2023, pp. 63–66).

Medium 
fulfillment 
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Map 1.5: Set risk-tolerance thresholds for unacceptable risks

While the developer includes a discussion of many risks, no discussion of their organizational tolerances 
around these risks was found (Anil et al. 2023, Shelby et al. 2023).

It is beneficial but not necessary to publicly share organizational risk tolerances. However, clarification is 
warranted on whether such risk tolerances have been determined and documented internally, and whether 
the details of these can be shared confidentially with independent auditors and evaluators.

Unclear

Map 5.1: Estimate likelihood and magnitude of impacts

While the developer documents many potential impacts of PaLM 2, the likelihood and magnitude of these 
impacts are not explicitly estimated (Anil et al. 2023).

In future documentation, we recommend the developer to either include likelihood and magnitude 
assessments of risks they have identified, or to clarify whether they have done such analysis privately and 
internally, but have not included it in their public documentation.

Unclear

Measure

Measure 1.1: Tracking important risks: Metrics and red teaming

Model performance is examined and documented across many areas, such as natural language proficiency, 
classification and question answering, reasoning, coding, translation, and memorization. Bias and toxicity 
present in the pre-training data were also analyzed (Anil et al. 2023, pp. 63–66).

While discussion of red teaming on the pre-trained PaLM 2 models was not found in public documentation, 
the developer is careful to distinguish these models from the fine-tuned variants and versions of PaLM 
2 integrated into user-facing products (Anil et al. 2023, p. 1). However, it is also unclear from public 
documentation whether the latter model variants have undergone any red teaming, and if so, various details 
such as whether the red teaming included any company-external efforts, whether dangerous emergent 
capabilities were evaluated, and whether red teamers had access to the final version of the model before 
deployment.

Medium 
fulfillment 

Measure 3.2: Tracking elusive risks: Qualitative mechanisms

Bug bounties are provided by the developer for PaLM 2 and other Google-owned products using Google 
Bug Hunters. However, this tool is not designed to accept bias reports or provide bias bounties. Clarification 
from the developer is warranted on several other topics in the guidance for this subcategory.

Unclear

Manage

Manage 1.1: Go/no-go decisions

While the intended application and usage of PaLM 2 are documented, analysis was not found on how the 
determination was made as to whether PaLM 2 achieved those stated objectives (Anil et al. 2023, p. 92).

It is not necessary to publicly share the details about these determinations (though such transparency 
would be applauded). However, clarification is warranted on whether such analysis was performed 
and documented internally, and whether the details of such analysis can be shared confidentially with 
independent auditors and evaluators.

Unclear

Manage 1.3: High-priority risk controls

PaLM 2 is available only via the PaLM API and other hosted Google services, therefore model weights are not 
released. Access to the API is also limited by a waitlist. While the specific prioritization and accompanying 
response to risks is unclear, these precautions greatly facilitate the ability to respond to a variety of risks and 
possible harmful misuses/abuses of the model. 

The developer provides discussion of removal of sensitive PII from pre-training data, which helps mitigate 
risks of privacy violations (Anil et al. 2023, p. 9). They also provide several caveats around limitations and 
responsible use of PaLM 2 (Anil et al. 2023, pp. 92–93).

The PaLM 2 Technical Report focuses on the pre-trained PaLM 2 models. There may be additional high-
priority risk controls applied to the fine-tuned variants and versions integrated into end-user products, but 
this is unclear from public documentation (Anil et al. 2023, p.1).

Medium 
fulfillment 
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Manage 2.3: Unforeseen risk controls

The ability to respond to and recover from previously unknown risks is greatly facilitated by the fact that 
PaLM 2 appears to be only available via the PaLM API and other hosted Google services (model weights are 
not released). 

However, clarification from the developer is warranted on whether such procedures are actually in place. 
It is not necessary to publicly share the details about these procedures (though such transparency would 
be applauded, barring security considerations). However, confirmation about their existence is warranted 
to establish the degree of fulfillment for this subcategory’s guidance, and whether the details of such 
procedures can be shared confidentially with independent auditors and evaluators.

Unclear

Manage 2.4: System update and emergency shutdown controls

The ability to establish mechanisms and responsibilities for updating or shutting down PaLM 2 if needed is 
greatly facilitated by the fact that PaLM 2 appears to be available only via the PaLM API and other hosted 
Google services (model weights are not released). Access to the API is also limited by a waitlist, achieving a 
gradual release. 

However, clarification from the developer is warranted on whether such mechanisms and responsibilities are 
actually in place. It is not necessary to publicly share the details about these mechanisms and responsibilities 
(though such transparency would be applauded, barring security considerations). However, confirmation 
about their existence is warranted to establish the degree of fulfillment for this subcategory’s guidance, 
and whether details of such mechanisms and responsibilities can be shared confidentially with independent 
auditors and evaluators.

Unclear

Appendix 4F: Llama 2

Meta AI’s latest major LLM release, Llama 2, is a “a collection of pretrained and fine-tuned large 
language models (LLMs) ranging in scale from 7 billion to 70 billion parameters.” The company 
describes the LLM as “outperforming open-source chat models on most benchmarks we test-
ed, and based on our human evaluations for helpfulness and safety, may be a suitable substitute 
for closed-source models” (Touvron et al. 2023).

Based on preliminary high-level testing for Meta’s Llama 2 using publicly available information,  
the most common ratings for high-priority Profile subcategories were “High fulfillment,” “Medi-
um fulfillment,” and “Unclear” (each with 3 out of 11 subcategories); “Low fulfillment” was least 
common (2 out of 11 subcategories).

Meta provided documentation of risks and mitigations with the Llama 2 release in Llama 2: 
Open Foundation and Fine-Tuned Chat Models (Touvron et al. 2023) and the Llama 2 Accept-
able Use Policy (Meta AI 2023a), among other documents. Meta also provided an array of safe-
ty-related resources around the Llama 2 release, including the Llama 2 Responsible Use Guide 
(Meta AI 2023b) and a reporting channel for violations of the Llama 2 Acceptable Use Policy 
(Meta AI 2023ba). 
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For the development and release of Llama 2, Meta employed diverse red teams that were both 
internal and external to their organization (Touvron et al. 2023, pp. 28–29). Red-teaming, includ-
ing external red teams, helped fulfill guidance in Measure 1.1: Tracking important risks: Metrics 
and red-teaming and other areas. Clarification of some details relating to their red-teaming 
efforts, as well as some other aspects of their risk management processes detailed in the table 
below, could help improve fulfillment of the Profile guidance for multiple high-priority AI RMF 
subcategories.

Meta employed a fully open-access release strategy (Solaiman 2023) with Llama 2, which 
included releasing the model weights for all Llama 2 and Llama 2-chat models (Touvron et al. 
2023, p. 35). This approach has many benefits, such as reducing the environmental impact (by 
removing the need for every individual or organization that wants to use LLMs to train their 
own), increased transparency, and giving a broader community of stakeholders the ability to 
test model outputs. However it also means the developers will be unable to control important 
safety and security aspects of all instances of AI systems built using their model’s weights after 
downloading. We found it difficult to reconcile fully open access to model weights with Pro-
file guidance for certain high-priority AI RMF subcategories; this was especially an issue with 
Manage 2.3: Unforeseen risk controls and Manage 2.4: System update and emergency shutdown 
controls, but it also decreased fulfillment in Manage 1.3: High-priority risk controls and Govern 
4.2: Report on AI system risk factors.

Meta could improve Profile guidance fulfillment for future model releases, especially in Manage 
2.3 and 2.4, by initially restricting usage to a hosted API, or another approach that enables updat-
ing or decommissioning of all instances of the models while monitoring for new risks or harms.

Llama 2 testing included use of established benchmarks and performance metrics, as well as 
evaluation on important areas, such as: damage to or incapacitation of a critical infrastructure 
sector, impacts on democratic institutions, environmental impacts, and concentration and 
control of the power and benefits from AI technologies (Touvron et al. 2023, pp. 23–24, 28–29, 
35). Areas that appear to warrant additional evaluation include: economic and national security, 
dramatic shifts to the labor market and economic opportunities, and impacts on quality of life.
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Table A4F-1: Llama 2 Profile Guidance Testing Ratings and Rationales

High-Priority AI RMF Subcategories Llama 2

Govern

Govern 2.1: Risk assessment and risk management

Meta AI performed substantial risk assessment for Llama 2, providing a detailed exploration of risks sorted 
into three broad categories (Touvron et al. 2023, pp. 23–24). They also succeeded in making necessary 
information available to downstream developers through the Llama 2 paper and the Llama 2 Responsible 
Use Guide (Touvron et al. 2023, Meta AI 2023a).

Some precautions to prevent or mitigate identified potential misuses or abuses are implemented, though 
not exhaustively. (See Manage 2.3 and 2.4 for further details.)

Clarification from the developer is also warranted on whether the appropriate roles, responsibilities, and lines of 
communication are present and internally documented. Sensitive organizational details on this need not be 
shared publicly, but they can be shared confidentially with independent auditors and evaluators to help assess 
this subcategory more completely.

Medium 
fulfillment 

Govern 4.2: Report on AI system risk factors

Meta provides an analysis of risks considered for Llama 2, sorted into three broad categories (Touvron et al. 
2023, pp. 23–24). Details of development, testing methodology, metrics, and performance outcomes are 
documented, including a discussion of several categories of risks they considered.

Fulfillment in this subcategory could be improved by the developer clarifying how impact assessments 
informed their broader evaluations and actions relating to AI system risk. For example, technical measures 
were employed to help mitigate many risks from the three categories presented for the fine-tuned Llama 
2-chat models (Touvron et al. 2023, pp. 8–19). For the pre-trained Llama 2 models, mitigations discussed 
dealt with a much smaller subset of risks, but those pre-trained models were also released (Touvron et al. 
2023, pp. 20–23). 

Medium 
fulfillment 

Map

Map 1.1: Identify potential uses/misuses and other impacts

The intended purpose of Llama 2 is stated clearly in the Model Card provided by the developer (Touvron et 
al. 2023, p. 77). 
An extensive presentation of risks and potential misuses is also found in Llama 2 documentation (Touvron 
et al. 2023, pp. 23–24, Meta AI 2023a). This includes potential impacts from the UDHR articles and others 
highlighted in the Map 1.1 Profile guidance.

High fulfillment 

Map 1.5: Set risk-tolerance thresholds for unacceptable risks

While Meta provides a detailed discussion of risks for Llama 2, no discussions of organizational tolerances 
or unacceptable-risk thresholds for GPAIS development/deployment were found (Touvron et al. 2023, pp. 
23–24, Meta AI 2023a).

It can be beneficial but is not necessary to publicly share organizational risk tolerances. However, 
clarification is warranted on whether such risk tolerances have been determined and documented internally, 
and whether the details of these can be shared confidentially with independent auditors and evaluators.

Unclear

Map 5.1: Estimate likelihood and magnitude of impacts

While Meta documents many potential impacts of Llama 2, the likelihood and magnitude of these impacts 
are not explicitly estimated (Touvron et al. 2023, pp. 23–24). 

In future documentation, we encourage the developer to either include likelihood and magnitude 
assessments of risks they have identified, or to clarify whether they have done such analysis privately and 
internally and disclose details in public documentation as appropriate.

Unclear
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Measure

Measure 1.1: Tracking important risks: Metrics and red-teaming

Meta documents extensive benchmarking for Llama 2 across code, commonsense reasoning, world 
knowledge, reading comprehension, and other popular aggregated benchmarks. (Touvron et al. 2023, pp. 
7-8, 48–51)

Red teamers were diverse and both internal as well as external to Meta, and they tested various risk 
categories. (Touvron et al. 2023, pp. 28–29)

Clarification from the developer is warranted on the extent to which the red teaming was applied to the 
pre-trained Llama models as opposed to the fine-tuned Llama 2-chat models. We suspect that many of the 
risky behaviors can still be elicited from the pre-trained Llama 2 models, even though Meta improved the 
resistance to these misuses to the fine-tuned Llama 2-chat models.

Clarification from the developer is warranted about whether red teamers were granted access to the final 
versions of models before deployment.

High fulfillment 

Measure 3.2: Tracking elusive risks: Qualitative mechanisms

Meta provides four channels for reporting various issues with Llama 2 models, reporting for risky system 
outputs, a bug bounty program, and reporting violations to their Acceptable Use Policy (Meta AI 2023a).

There is a need for risk tracking over time and continuous monitoring of newly identified capabilities across 
the areas of concern identified by the developers.

An iterative process is used for assessing and tracking risks for Llama 2 (Touvron et al. 2023, pp. 23–24). 
Red-teaming was employed, although some questions remain about specific red-teaming practices (see 
Measure 1.1). More publicly documented information on the risks Meta is tracking and the assessment and 
tracking processes could aid in fulfilling this subcategory more completely. 

High fulfillment 

Manage

Manage 1.1: Go/no-go decisions

While the intended use of Llama 2 is documented, analysis was not found on how the determination was 
made as to whether Llama 2 achieved those stated objectives (Touvron et al. 2023, p. 77).

It is not necessary to publicly share the details about these determinations (though such transparency 
would be applauded). However, clarification is warranted on whether such analysis was performed 
and documented internally, and whether the details of such analysis can be shared confidentially with 
independent auditors and evaluators.

Unclear

Manage 1.3: High-priority risk controls

Information is provided on broad categories of risks as well as attack vectors for various risk categories, 
but it is not clear which ones Meta considers to be a high priority (Touvron et al. 2023, pp. 23–24). Llama 
2-Chat models are fine-tuned with training to help mitigate some of these risks. Pretrained Llama 2 models 
without fine-tuning have been released that do not include mechanisms for resisting dangerous misuse cases.

Meta does require users who download Llama 2 models through official channels to agree to their Llama 2 
Acceptable Use Policy, which also enumerates many possible misuse cases of the models. This could be seen 
as an attempt to mitigate the risks, along with the reporting channel they provide for violations of the Llama 
2 Acceptable Use Policy (Meta AI 2023a).

Medium 
fulfillment 
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Manage 2.3: Unforeseen risk controls

Meta provides multiple reporting channels to help them be alerted of previously unknown risks, and 
downstream developers who download Llama 2 models through official channels are required to agree to 
the Llama 2 Acceptable Use Policy (Meta AI 2023a).

However, Meta adopted a fully open-access release strategy, including downloadable model weights, with 
Llama 2. This approach makes it very challenging to thoroughly respond to or recover from serious new 
risks that could require updating or decommissioning all instances of a model. 

With future models, Meta could reach higher fulfillment in this subcategory by initially restricting usage to 
a hosted API and employing a gradual release strategy as outlined in Manage 2.3, or another approach that 
enables them to effectively update or decommission all instances of their models while monitoring for new 
risks or harms. 

Low fulfillment 

Manage 2.4: System update and emergency shutdown controls

The developer adopted a fully open-access approach, releasing the Llama 2 to the general public for 
research and commercial use, including model weights. While the open-source and fully open-access 
approach provides many benefits, it does not allow for important security updates to be effectively 
propagated to all instances of deployed Llama 2 models, or allow all model instances to be decommissioned 
if and when such measures become necessary. Additionally, limited information is given on how the 
developers used assessments and/or evaluations to determine that the models were adequately tested and 
ready for release. 

The Llama 2 Responsible Use Guide recommends that downstream developers use the latest version of 
the model, stating, “It is critical to remain aware of the latest versions of models and use the most current 
version to get the best results.” However, there is no reliable mechanism for ensuring that the latest versions 
of Llama 2 models are being used at any given time (Meta AI 2023b, p. 20). Meta does require agreement 
with the Llama 2 Acceptable Use Policy in order to download the models from their repository, but it seems 
difficult to enforce these usage terms and guidelines with distributed model instances, compared to a 
hosted approach based on structured API access or a similar mechanism (Meta AI 2023a).

With future models, Meta could reach higher fulfillment in this subcategory by initially restricting usage to 
a hosted API, or by using another approach that enables them to effectively update or decommission all 
instances of their models while monitoring and correcting for new risks or harms as they materialize.

Low fulfillment 
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