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 Executive Summary
In response to the increasing risk of cyberattack on human societies, nation-states have 
developed strategies and invested in capabilities to counter advanced cyberattacks on 
their interests. One of the most significant American investments includes the U.S. Defense 
Department’s Cyber Mission Force, an elite force of 6,200 cyberspace operators tasked to 
blunt and disrupt incoming cyberattacks on the United States from abroad. Within the Cyber 
Mission Force, the Cyber National Mission Force has the mission of defending the United States 
against incoming cyberattacks and to prepare to “stop threats before they hit their targets” 
through forward defense campaigns, as the 2018 DoD cyber strategy states.1 

While the United States government has made wise investments in cybersecurity capabilities 
and the Defense Department is uniquely authorized and equipped to disrupt adversary 
cyberspace infrastructure, the government does not own or operate most of the technological 
infrastructure of cyberspace, limiting its reach and situational awareness. Given the range of 
cyberthreats facing the United States, the government needs to work in partnership with the 
private sector to increase its ability to counter incoming cyberattacks on the nation. 

One way to do so is for the public and private sector to plan and exercise together for 
combined, voluntary operations that the government and companies can prepare to conduct 
under their own legal authorities and terms of service agreements. There are precedents 
for such operations. In advance of the 2018 U.S. Congressional Elections, for example, U.S. 
Cyber Command conducted a counter-offense operation against the Russian Internet 
Research Agency, which had operated previously as an arm of Russian influence in the 2016 
U.S. presidential elections, denying the Internet Research Agency’s access to the Internet.2 
Separately, Microsoft and Facebook removed Russian operatives from their platforms to 
minimize Russia’s ability to manipulate user and corporate data to influence the outcome of the 
elections.3 

These actions together provide a potential blueprint for a new approach to combined, 
voluntary operations to counter cyberspace operations from abroad—to include destructive 
attacks conducted during a period of war, the likes of which the United States has not yet 
experienced in the digital age. Today, the United States is not in a state of war in cyberspace but 
rather in a “gray space” below the level of declared hostilities. At some point in the future the 
United States will likely enter into escalating hostilities with a cyber-capable adversary. Public-
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private preparation for war is an uncomfortable but necessary process to prepare for that day 
or, better, help deter that day from ever arriving.

Planning for such operations is harder than it first appears, however, as public-private cyberde-
fense cooperation presents a range of brand, market, and customer risks for companies and 
the government to consider.  This study explores the issues inherent in public-private cyberde-
fense cooperation and recommends that the U.S. government focus on developing operational 
partnerships with the private sector that can augment those of the U.S. Cyber National Mission 
Force and other government agencies during a period of unfolding conflict or outright hostil-
ities. There are obstacles to this cooperation, and this report highlights four stories of trust, 
partnership, and mistrust between the U.S. government and the U.S. technology sector from 
the last decade. These stories and others should inform the government and the private sec-
tor’s approach to cybersecurity planning.

1.  The Basic-Input Output System (BIOS) Mitigation. In 2010, the national security 
community and information technology community cooperated to close a vulnerability 
in the BIOS. They did so through the Enduring Security Framework,4 a Department 
of Homeland Security-convened forum for the information technology sector and 
agencies of U.S. national security community to discuss best practices and emerging 
issues in cybersecurity. After the intelligence community identified that China had 
discovered a vulnerability in the BIOS, the two communities worked together to deploy 
a patch across hundreds of thousands of computers. The BIOS mitigation was widely 
heralded as showing the potential for advanced cybersecurity cooperation between the 
national security community and the information technology community. 

2.  The Edward J. Snowden Intelligence Disclosures. There is an old saying that trust 
is hard to build and easy to lose. After the successes of the BIOS mitigation, the U.S. 
government was on a trend-line to improve cybersecurity cooperation with the private 
sector just as the cyberthreat to U.S. interests was increasing in severity. Then in 
2013, former Booz Allen Hamilton contractor Edward J. Snowden disclosed classified 
information regarding the U.S. government’s work with the U.S. technology sector in 
collecting signals intelligence. The impact of this disclosure was both acute and long lasting. 
It led a number of global technology companies to end aspects of their cooperation with 
the national security community on cybersecurity.  
  Two years after the disclosure, in a park outside of his office in Silicon Valley, a senior 
technologist with one of the world’s leading software companies told this author, “I am a 
patriot and would have left my job and volunteered full-time to work with the government 



3

A  P U B L I C ,  P R I V A T E  W A R A  P U B L I C ,  P R I V A T E  W A R

on cybersecurity. After that, I told our company to stop working with the government.”  A 
few days earlier, a venture capitalist in Silicon Valley made a similar comment to a group of 
Defense Department senior officials, saying, “You cannot overstate the long-term negative 
impact [of Snowden] on the Valley’s willingness to work with you.”5 The disclosures 
triggered deep feelings of betrayal across society.

3.  The Defense Contracts. In 2018–2019, Google and Microsoft employees protested 
their companies’ technology contracts with the Defense Department and, in Google’s 
case, that protest led Google to end its participation in an artificial intelligence 
contract and to update its principles on artificial intelligence.6  In response to the 
Google protest, a leaked Pentagon memo reflected the Defense Department’s concern 
over its relationship with the private sector. “We will not compete effectively against 
our adversaries if we do not win the ‘hearts and minds’ of the key supporters,” the memo 
read.7 This story shows how employees’ perceptions and views about the uses of their 
technology as well as their perceptions about threats facing the United States can 
impact a company’s willingness to work with the U.S. national security community in 
meeting emerging security challenges.  
  While Google withdrew its support for one of its defense contracts, Microsoft 
chose to sustain its work when it faced similar internal dissent over its own augmented 
reality contract with the U.S. Army. Both stories highlight the role that corporate leaders 
can play in navigating security policy issues, setting narratives, and shaping perceptions 
regarding cooperation, violence, and the use of force. It also shows the challenge that the 
national security community faces in trying to persuade the civil science and technology 
community to cooperate on advanced threats. Under what conditions does a threat 
become sufficiently severe to urge the best scientists and engineers to choose to take part 
in national defense? In part the answer rests on the nature of the adversary and their use 
or likely potential use of advanced weapons and other disruptive technologies.   

4.  Combined Operations in Advance of the 2018 U.S. Congressional Elections. If 
the Russian interference on the 2016 U.S. presidential election was a watershed moment 
in the world’s awakening to the risks of the digital age, public and private sector actions 
to remove Russian operations from social media and technology company platforms 
in advance of the 2018 Congressional elections revealed a potential “new normal” of 
coordinated operations to counter malicious online activity. Building on history, this event 
provides a central test case for the future of operations. 
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Each story reveals obstacles for building trust and preparing for conflict in the digital age, 
as well as ways to build trust and capacity. Company employees may not trust the U.S. 
government; key corporate leaders may not trust their counterparts in the U.S. government; 
the American people may not trust companies or the government to secure their data or 
defend their interests; company employees may not trust their own corporate leadership. All 
of these conditions can shape U.S. national security planning. The most important condition 
for cyberdefense contingency planning, however, is for key leaders and key line officers in 
the national security community and major information technology companies to build trust 
between themselves. 

POLICY RECOMMENDATIONS

This study focuses on the role of leaders and the development of close, trusting relationships 
for cyberdefense planning and operations. The public and private sectors in the United States 
share some interests, but in other cases their cultures, interests, and perceptions of the world 
differ significantly. The planning process can bring the two communities together and resolve a 
range of obstacles in trust, threat perception, and options development. 

In summary, the research surfaces the following policy recommendations for the U.S. 
government and technology companies to pursue:

1.  The U.S. government and the private sector should make deliberate security planning 
a priority. The planning process should focus on building trust, developing a shared 
understanding of the cyberthreat, and identifying downstream risks associated with public-
private cyberdefense operations that a company may face. The process is as important 
as the substance. Companies and the government should devote personnel to building 
scenarios for small-group exercises and identifying options. Participants should be selected 
for their ability to build consensus, work with people of different cultural backgrounds, 
discover opportunity, and resolve conflict constructively. Technical acumen is far less 
important up-front. Over time, once teams coalesce, operators and technical experts 
should be brought in to work together on technical options.

2.  Companies should set clear terms of service for cyberdefense operations. This policy 
should describe how a company will make decisions on a case-by-case basis for when and 
how the company will remove individuals’, companies’, or nation-states’ access to products 
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and services. Microsoft has taken this position of adopting a “100% defense and zero 
offense” policy,8 and provides a template for others to consider.  

3.  Companies should design a public affairs strategy on cyberdefense cooperation with 
governments. Public affairs postures should focus on the nature of the cyberthreat, and 
indicate that any states’ unlawful action in cyberspace could present a risk to innocent 
lives, democracy, political stability, as well as to information technology and the future of 
innovation. 

4.  U.S. government leaders should assign an appropriate leader to the Enduring 
Security Framework (ESF) for public-private planning. The companies that are a 
part of the ESF have some of the most significant telecommunications and information 
technology capabilities in the world. A number of ESF participant companies were 
interviewed for this study and each expressed a desire to hold deliberate public-private 
cyberdefense planning, either through the ESF or a similar organization. There are multiple 
individuals within key information technology companies, telecommunications providers, 
and the U.S. government that want to begin to plan for cyberdefense operations. But since 
the BIOS mitigation, the Enduring Security Framework has not focused on developing 
cyberdefense partnerships for high-end contingencies. It provides a natural place to begin 
deliberations now, given its classified nature, historical precedent, and participation by key 
information technology companies. 

5.  The government should assume the burden of risk during conflict in cyberspace, 
and not place unnecessary risks on the private sector. It is the purpose and legal 
responsibility of the U.S. government and the U.S. military to defend the United States 
and its interests, and it is in the U.S. national interest for U.S. multinational technology 
companies to flourish and succeed in global markets. Information technology companies 
may be able to help the government achieve its national security missions in cyberspace 
and prevent a conflict from escalating, but the U.S. government should never ask the 
private sector to put itself at risk if other instruments of U.S. government policy can 
achieve the same effect without damaging partner companies. 
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Foreword and  
Acknowledgements
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adversary, and to offer pathways for the government and the private sector to pursue going 
forward to improve the United States’ collective defense. 

The study emerged from three events. First, when Booz Allen Hamilton contractor Edward J. 
Snowden disclosed the activities of the National Security Agency in 2013, his actions frayed 
trust between the United States government and the American people, between the United 
States and its allies and partners, and, ultimately, between the U.S. government and the U.S. 
technology companies that build and operate so much of the infrastructure of cyberspace—
and that are on the front-lines of defending their users against cyberattacks. The Snowden 
disclosures also led to a partial breakdown in public-private cybersecurity partnerships at 
an important time in the evolution of U.S. cybersecurity policy, a breakdown that only began 
to reverse itself following the significant and galvanizing impact of the Russian cyberspace 
influence operation and cyberattack on the 2016 U.S. presidential election. 

Second, following the Snowden disclosures, I had a conversation in May of 2015 with a leading 
information security executive at one of the world’s most influential information technology 
companies about why and how his company stopped cooperating with the U.S. government, 
and what it would take to bring him and his company back into defensive partnership. He 
began that discussion by venting his frustration over the government’s actions—but by the end 
of our conversation, he expressed his willingness to explore a project focused on developing 
enhanced, public-private cyberdefense partnerships. 

Third and finally, in 2016 the University of California at Berkeley’s Center for Long-Term  
Cybersecurity (CLTC) hosted six executives from the public and private sectors to discuss the 
issues inherent in building voluntary, combined cyberdefense cooperation to defend the United 
States during a period of escalating tensions or outright hostilities. The positive disposition of 
the six leaders in that conversation proved that we had an opportunity to build a new approach 
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officials and senior officials from major information technology and telecommunications com-
panies (all of whom were granted anonymity to speak openly); observations of cybersecurity 
table-top exercises with the public and private sector about election interference; a review 
of research on trust, operations, and issues in technology and security policy; and reflections 
on the last decade of public-private cooperation for cybersecurity and cyberdefense from my 
perspective, having served as an official in the Office of the U.S. Secretary of Defense in several 
policy roles, including as Chief Strategy Officer for Cyber Policy—and then working in Silicon 
Valley as head of cybersecurity strategy for a leading cybersecurity software provider.

A complex study like this requires foundation support, and I wish to thank Marin Strmecki, 
Vice President of the Smith Richardson Foundation, for graciously funding and supporting this 
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You were generous, thoughtful, and supportive. Any errors are the responsibility of the  
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There is a clear appetite for improving the public and private sector’s ability to respond to 
complex contingencies in cyberspace. On the basis of the interviews and progress seen over 
the course of the last three years in particular, and the last decade more broadly, all indicators 
point toward the potential for progress—as long as leaders in the government and key 
companies commit to making change happen.  

Jonathan Reiber
Senior Advisor, Technology for Global Security
Visiting Scholar, UC Berkeley Center for Long-Term Cybersecurity 
November, 2019
Oakland, CA
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Introduction:  
A Space of Our Own 

The Internet was born on January 1, 1983, and from there it expanded from one to over four 
billion users in the fastest and most global technological change in history. If ever anyone 
believed that the Internet would create an online utopia devoid of conflict, however, that 
naïve aspiration has long since passed. Nation-state and non-state attackers steal, destroy, and 
manipulate data in cyberspace, a domain of conflict and cooperation like air, land, sea, and 
space. While war has yet to be formally declared through a cyberattack, adversaries flourish 
in a strange, hard-to-quantify gray area9 below the level of outright conflict. Criminals, nation-
states, and non-state groups often appear undeterred in pursuing their strategic objectives, from 
theft to media manipulation to disruptive attacks on critical infrastructure. With the Internet’s 
rapid expansion, every part of connected civilization has become a potential target.

Unlike the operational domains of air, sea, land, and space, however, cyberspace is a man-
made space of our own. The computer code we build is vulnerable, and the vulnerabilities in 
servers, data centers, and networks leave them open to hacking by malicious actors. Attack 
tactics range from the relatively simple to the complex. In a time-honored method, adversaries 
send phishing emails to unsuspecting victims with links on which individuals click; malicious 
software—“malware”—embedded in the link then burrows into an organization’s networks, 
granting adversaries access to a treasure trove of data. At the higher end, governments may 
send covert operatives to physically implant malware through a thumb-drive onto a network, 
or even more exotic means. 

Once inside, adversaries often dwell inside a data center for months, hunting around the 
interior until they find the high-value data they seek. Maybe they want to steal personnel 
data, as the Chinese did from the U.S. Office of Personnel Management.10 Maybe they want to 
control the behavior of naval vessels by manipulating global positioning system data, as the 
Russians did in the Black Sea in 2017,11 or shut off the networks and connections that power 
our infrastructure to stop a centrifuge from spinning in a nuclear weapons facility, as the 
Stuxnet attack achieved.12 Or maybe they want to steal emails for a disinformation campaign to 
manipulate an election, as the Russians did to the United States in 2015–2016.13 
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So what is to be done to prevent attacks from succeeding? Solutions lie with both the 
government and the private sector—and often with the two communities working together 
to prevent a successful attack. While the two communities have made significant progress in 
improving the United States’ approach to cybersecurity over the last decade—for example, by 
sharing information about threats and developing adaptive technologies for network defense—
the major information technology companies and the U.S. government have not yet built the 
kind of trusting and operational partnerships that may be required to defend the United States 
and its interests in cyberspace during a period of escalating hostilities or war. Steps can be 
taken now to improve the United States’ cybersecurity posture significantly by bringing the two 
communities together in a deliberate fashion to prepare for voluntary, combined cyberdefense 
operations to blunt incoming cyberattacks.  

Why does this need to happen? Partly because the United States government cannot do 
everything on its own when it comes to cyberdefense. It is the responsibility of a government 
to conduct foreign policy, build a national response to deter foreign aggression, and, if neces-
sary, use military options to defend a country’s national interests, and the U.S. government has 
spent more than a decade developing the strategies and tools required for managing conflict in 
cyberspace. These include strategies for securing governmental networks,14 supporting the pri-
vate sector in securing its own networks, and planning to impose costs on potential adversaries 
that seek to penetrate American networks.15 In response to cyberattacks, the U.S. government 
has indicted individual and state-affiliated hackers,16 imposed economic sanctions to exact 
financial pain on a country or its businesses,17 and conducted military cyberspace operations18 
to defeat a potential adversary’s efforts to steal American data and influence American political 
perceptions. In the man-made domain of cyberspace, however, the U.S. government owns pre-
cious little of the technological infrastructure itself. Private companies own, build, and run most 
of the data, software, and infrastructure that underpin global telecommunications. 

In the event of a cyberattack on the United States, given the diffuse nature of adversary 
command and control and the vulnerabilities of technology platforms, the U.S. government 
and the private sector can work together to defend the country as adversaries use a range of 
private infrastructure to conduct attacks. This could include the adversary’s using an exploit to 
disrupt computer operations (as in the BIOS story), intruding into and dwelling inside servers 
and using them to steal or disrupt information (as China did in the case of Office of  
Personnel Management), or setting up fake accounts on an adversary platform to spread 
misinformation. 
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Companies can play a defensive role in each stage by patching vulnerabilities, quarantining 
infected servers, or denying adversaries access to services, but also by monitoring adversary 
behavior through early warning systems,19 removing users from their platforms, or, for 
infrastructure companies, actively disrupting adversary access through temporary actions 
like Domain Name System (DNS) blocking,20 Internet Protocol address blocking,21 or Classless 
Inter-Domain Routing (CIDR) blocking.22 The purpose of this paper is not to identify technical 
options; companies know their platforms and the infrastructure of the Internet, and defensive 
options should be discovered and analyzed within a public-private wargame scenario by 
technically savvy strategists and operators aware of their platforms and infrastructure. 

Regardless of a company’s capabilities, however, it is the purpose of the U.S. government 
and the U.S. military to defend the United States and its interests; information technology 
companies may be able to help the government achieve its national security missions in 
cyberspace and to prevent a conflict from escalating, but the U.S. government should never 
ask the private sector to put itself at risk if other instruments of U.S. government policy can 
achieve the same effect and do so without damaging the partner company. It is not in the 
American national interest for the U.S. government to ask a company to take a cyberdefense 
action that could damage the company unnecessarily. If an information technology company 
can contribute to U.S. national security by conducting a cyberdefense action without damaging 
its own economic interests and without escalating a conflict, however—and if those actions 
can prevent a potential loss of life or damage to U.S. national interests—such options can and 
should be discovered. To set the conditions for that discovery is the purpose of this paper.  

Companies and the government independently conduct exercises to prepare for a range of 
cybersecurity incidents.23 They do not, however, regularly work together to plan combined 
operations and technical options to limit an adversary’s ability to operate in cyberspace during 
a conflict. Cyberthreats to the United States have increased in severity, and the time has come 
for corporate leaders and strategists in both sectors to imagine a high-end military conflict in the 
cyber age. If to date the majority of attacks against the United States have occurred in a “gray 
space” below the level of outright hostilities, what might a more hostile scenario look like?

As just one example, imagine a conflict scenario in which the People’s Republic of China 
moves its naval vessels into the South China Sea and initiates kinetic military and cyberspace 
operations against the U.S. military and its allies. China, preparing to attack U.S. and allied 
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interests, uses American telecommunications networks, data, and servers to attack American 
interests by disrupting the banking and energy sectors, manipulating news media and 
demographic data, and disrupting commercial logistics support for the U.S. military.24 

What might public-private cooperation look like to counter an incoming Chinese attack in such 
a scenario? At a basic level, it could include the U.S. military conducting cyberspace operations 
to blunt an adversary’s command and control infrastructure by penetrating the adversary’s serv-
ers and manipulating operational data. Through coordinated efforts, an information technology 
company (or companies) could then use their own infrastructure in a defensive manner, under 
their own terms of service, to cut off an adversary’s access to their information technology prod-
ucts and services, therefore limiting the adversary’s freedom of movement in cyberspace. 

We have a recent historical precedent of exactly that. In advance of the 2018 U.S. Congressional 
Elections, Microsoft and Facebook removed hostile Russia-affiliated actors from their platforms 
to prevent influence operations or cyberattack on the electoral process.25 Concurrently 
with Microsoft and Facebook’s actions, U.S. Cyber Command disrupted the Russian Internet 
Research Agency’s access to the Internet,26 altering the Russians’ command and control. The 
companies operated within their terms of service agreements and under their own authority. 
The government did the same. Together, they helped achieve a significant effect: defending the 
U.S. democratic process in advance of the 2018 election. 

On the face of it, planning for such a scenario may not sound particularly complex. But the 
history of the U.S. government’s relationship with the information technology sector, cultural 
differences between the national security community and the technology community, and 
market risks facing information technology companies partnering with the U.S. government 
complicate the proposition.  

What are the issues at stake for the U.S. information technology community and the U.S. 
national security community in building operational trust and preparing for war in the 
cyberage, and what is the best way forward?

THE STATE OF THE RELATIONSHIP 

The U.S. information technology sector and government face significant obstacles—in 
matters of trust and shared threat perceptions, in particular—that limit their ability to counter 
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advanced cyberthreats against the United States. While significant progress has been made in 
recent years to build a constructive relationship, the two communities have not created the 
partnerships required to develop and conduct effective combined cyberdefense operations 
in the event of escalation or outright conflict involving a near-peer adversary like China or 
Russia. To prepare in advance for a complex contingency demands that companies and the 
government deepen trust, build shared perceptions of the cyberthreat through exercises that 
address the indicators and behaviors accounting for significant hostilities, and develop options 
to deter and defeat cyberattacks on the United States. Such cooperation presents a logical next 
step in the development of a comprehensive U.S. cyberdefense strategy. 

The most important ingredient is for key leaders in the government and the information tech-
nology sector to deepen trust between themselves and each other through regular strategic 
conversations and by participating in planning exercises. These ties will allow for leaders and 
organizations to develop bonds that can withstand periods of friction, and enable cooperation 
throughout diffuse organizations that do not always share the same set of interests. 

Cooperation will occur, however, amidst a backdrop of prevailing popular mistrust of the 
government and private corporations for meeting society’s needs. In its 2019 global Trust 
Barometer, the public affairs firm Edelman’s indicated that only twenty percent of the 
population believes that “the system” is working for them, while half believe that the system 
is failing.27 The Edelman report also indicates that populations want their business leaders to 
watch out for the public interest as well as profitability. Business leaders have an opportunity 
to take a leadership role in improving customer cybersecurity and national cybersecurity by 
navigating this terrain in a balanced way. While public trust can facilitate partnerships and 
opportunities for U.S. national security, it’s not necessarily required for developing niche, 
classified technical options, as we shall explore. It is far more important that leaders foster a 
high degree of trust between themselves to make measured decisions about the conduct of 
war during a crisis. 

The public and private sectors have worked well together on cybersecurity incidents at a 
number of points in recent history. At other points, mistakes have set the partnership back. 
This study explores four stories that offer lessons for the future of public-private partnership. 
They reveal some of the risks and opportunities that emerge when institutions with different 
values and interests try to cooperate. They also reveal important socio-political pressure points 
that will impact leaders and organizations as they analyze and make decisions about security 
challenges. 
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As the aphorism known as Miles’ Law states, “where you stand is based on where you sit.” 
Individuals and organizations have stories that they tell themselves about the world, and 
while some are more true and valid than others, they impact how we interpret the world and 
respond to the risks and opportunities we face. National security planners in Washington, D.C, 
and technologists based in California and across the United States often see the world and 
each other through the prism of different worldviews. With the exception of a few employees 
on a company’s security team, most technology company employees do not wake up everyday 
thinking about terrorism, Vladimir Putin’s global strategic goals, or the ways in which extremist 
organizations from the United States to the Middle East use technology to find targets and 
conduct violence. They are more likely to think about their daily job requirements in product 
development, marketing, or business strategy. Similarly, security planners in Washington think 
about deterrence, conflict, and long-term peace and stability, and think less about technology 
creation, marketing, or meeting their quarterly sales numbers.

How might these different perspectives impact the creation of an effective public-private 
partnership for cyberdefense? As one senior security leader at a major information technology 
company said in thinking about whether or not her company would support the U.S. 
government in countering a malicious cyberattack from abroad, “No one from [our company] 
will ever do this. If it were World War III, it would be different. But the engineers won’t lead the 
way. They don’t see the world in the same way.”28 You need to get the right people around the 
table to think about the issues.  

This is not to suggest that technologists don’t think about ethics and politics, or that 
government workers don’t think about technology and marketing. Rather, technologists 
in the private sector do not feel the pressure of national security decision-making, and 
national security professionals do not feel the pressures of meeting shareholder or customer 
needs. Where you sit in a company or the national security community plays a large part 
in determining the institutional influences around you, your understanding of reality, and, 
ultimately, your policy decisions. 

In 2016, a threat drew the communities closer together. In a history that is now well-known to 
many in the United States, on the express direction of Russian President Vladimir Putin, Russian 
military intelligence conducted cyberattacks on the networks of U.S. political organizations 
and political leaders and exploited social media business practices by purchasing ads to spread 
propaganda and foment mistrust within the American population.29 The Russian operation hit 
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three parts of the American strategic “center of gravity”30 during a period of acute political 
transition: the American population, the American political leadership, and key American 
technology companies. The attack undermined confidence in the democratic process, the 
country’s leaders, and technology companies themselves. It was one of the most impactful 
cyberspace operations in history.31  

The attack occurred concurrently with the election of Donald J. Trump as the American 
president. These two surprise events—a significant cyberattack on the democratic process, 
and the election of a populist candidate—destabilized America’s political narrative and shocked 
parts of the American population. Questions plagued former members of President Barack 
Obama’s administration in the years that followed—could they have taken action against the 
Russians sooner?32 For social media and information technology companies, technologists 
questioned the impact of their creations on world affairs, as the tech sector itself experienced 
skyrocketing levels of public disenchantment and hostility. The events of 2015–2016 became 
a watershed moment in the world’s understanding of the risks posed by cyberspace, an 
awareness that led to increased vigilance and cooperation regarding Russia’s actions in advance 
of the 2018 U.S. Congressional Election.33 

These events all occurred within the context of an expanding Internet and, with it, a 
commensurate expansion of cybersecurity risks to society from influence operations, domestic 
extremism, and cyberattacks on critical infrastructure.34 The cyberthreat is now a top-tier 
challenge to international security and the problem seems unlikely to go away as technology 
expands and as more users come online across the globe. 

The public and private sectors need to prepare for a future in which hostile actors use the 
internet and cyberspace in new and dangerous ways, from the spread of propaganda to 
autonomous weapons. Given the range of national security challenges facing the United States, 
the  government and the technology sector should prepare for conflict scenarios in which the 
most cyber-capable adversaries—Russia, China, Iran, and North Korea—use kinetic military 
operations combined with cyberspace operations to achieve a strategic effect on American 
interests. Such a scenario may include military operations against U.S. forces in theater, as well 
as cyberattacks on American and allied assets in the U.S. homeland and/or abroad. The first 
purpose of an improved, cooperative partnership is thus for the U.S. government and the U.S. 
technology sector to better understand how future conflict might unfold and how technology 
and technology companies may be drawn in. The second purpose is to develop confidential (if 
not classified) strategic options to blunt and disrupt adversary cyberspace operations. 
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STRATEGIC CONTEXT:  
THREAT ENVIRONMENT AND ROLES AND MISSIONS

Before turning to the process of building partnerships for combined operations, we should first 
understand how the cyberthreat has evolved and become so dangerous. The following sections 
serve that purpose; they also outline roles and missions for cybersecurity for the general 
reader to understand the need for new partnerships.

In the last seven years alone, adversaries have conducted cyberspace operations for mass 
intellectual property theft, conducted destructive data attacks, and manipulated political and 
social perceptions through the media. Specific attacks on U.S. and allied national interests 
include China’s ongoing campaign to steal U.S. intellectual property from U.S. organizations, 
including the theft of data for the construction of the U.S. military’s Joint Strike Fighter 
(F-35);35 Iran’s 2012 cyberattack on the hard drives of the Saudi Arabian oil conglomerate, Saudi 
Aramco,36 and its denial of service attacks on the U.S. financial sector in 2012-2013 that slowed 
banking traffic;37 North Korea’s theft of $81 million from the Bangladesh Central Bank and U.S. 
Federal Reserve in 2015;38 China’s penetration of the U.S. Office of Personnel Management 
(OPM) and the theft of 21.5 million federal personnel records;39 Russia’s disruptive cyberattacks 
on the Ukrainian electric grid in 2015 and 2016,40 and its implantation of malware on parts of 
the U.S. electric grid over the course of 2014–2018.41 

Nation-state actors like Russia, China, Iran, and North Korea present the greatest threat to 
U.S. interests in cyberspace. They have invested in the resources to put hackers on salary 
and can work diligently over time to penetrate a target. Often part of a country’s intelligence 
community or military, nation-state hackers have benefits like retirement accounts and, most 
importantly, they have vested interests in their nation’s success—incentives that make them 
into a powerful class of professional operators.

In recent years, countries have shifted their focus from data theft and destruction to data 
manipulation of political and media targets. Actors seek to alter how populations perceive 
political events and the nature of society writ large. The Russian hack of the 2016 U.S. presidential 
election is the most notable example, but other states have since taken similar, smaller-scale 
actions to mirror those of the Russians; China reportedly penetrated Cambodia’s electoral 
networks in 2018, affording it the potential ability to manipulate Cambodia’s election.42  As the 
internet expands—particularly in Asia—the potential for manipulative attacks will increase. 
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Access to data has grown globally without a commensurate or popular understanding of the 
risks posed by cyberspace to human societies, whether from the vulnerabilities of computer 
code or the impact of social media enclaves on socio-political identity formation and 
discourse.43 Networks, data centers, and cloud environments are insecure and vulnerable to 
breach. The world is consequently vulnerable to a range of attacks—from destructive hacks to 
influence operations to attack vectors we have not yet imagined. 

Private Sector Roles and Missions

The world has not stood by flat-footed in the face of the cyberthreat. Corporations and 
government agencies have invested in organizations, teams, and technologies to secure data, 
deter adversaries, and, if necessary, respond to espionage and attacks. What are current roles 
and missions for the public and private sectors when it comes to cybersecurity?

The government cannot monitor and control all the private infrastructure within the United 
States; to try to do so outside of a state of national emergency would conflict with America’s 
civil liberties and the values of freedom of expression enshrined in the U.S. Constitution.44 
Nor could the government do the job effectively given the immense scale and costs of such 
an endeavor. From telecommunications providers to social media companies to banks, 
private organizations are responsible for securing their own networks against intrusions and 
cyberattacks of any kind. They invest in the people, processes, and technology required for 
effective cybersecurity. Organizations can mitigate individual hackers, criminal organizations, 
and nation-state actors from causing significant damage if they invest in appropriate 
cybersecurity technologies.

Large technology companies and global corporations have a unique and important role to 
play in the cybersecurity story. Companies like Microsoft, Amazon, Apple, Google, Facebook, 
Akamai, and others provide technological tools and services for billions of individuals and 
millions of companies across the globe and they focus on securing their own platforms and 
services for their users first and foremost. Internet service providers and wireless providers 
secure their own networks and try to prevent the spread of malicious software.45 In addition 
to technology companies, for purposes of national security, large critical infrastructure 
organizations in the energy, banking, health, electoral, and transportation sectors need to 
invest in cybersecurity given the critical roles that they place for society.46 A lack of investment 
by the Singaporean health company SingHealth, for example, left the company’s data centers 
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vulnerable to breach and allowed a hostile actor to move internally from server to server until 
they found the health records for 1.5 million Singaporeans, including the Prime Minister.47 
Similar attacks occurred on the U.S. Office of Personnel Management48 and the American 
retail company Target. The private sector is therefore exposed if it fails to plan a range of 
cyberattacks on its infrastructure. 

One of the most notable examples of private sector vulnerability comes from Russia’s 
interference in the 2016 U.S. presidential election. The Russians found that they could use 
social media companies’ business practices to buy ads and conduct cyber-enabled influence 
operations to manipulate the American population and influence the outcome of the election. 
In adding to buying ads on social media platforms, they concurrently ran a phishing campaign 
against a senior civilian political leader’s Gmail account to steal his emails and also penetrated 
the servers of the Democratic National Committee, a political organization that is separate 
from the U.S. government. None of these organizations and individuals was prepared for 
cyberattacks or influence operations; the Russians carried out their missions for months, and 
the gravity of the threat did not become clear to the victims or to the U.S. government until it 
was too late. 49 

U.S. government cybersecurity roles and missions 

Over the last decade the U.S. government has evolved its roles and missions for cybersecurity. 
The Department of Homeland Security (DHS) takes the lead for domestic incident response 
and coordination with the private sector.50 The Federal Bureau of Investigation (FBI) is 
responsible for domestic criminal investigations and domestic cyberspace operations. The 
Department of Defense is responsible for defending its own networks, for deterring and 
defeating foreign attacks on the United States, and for providing cyberspace operational 
support to military forces in theater. The FBI and Central Intelligence Agency work closely 
with the Department of Defense to counter incoming attacks from abroad. The National 
Security Agency serves as the nation’s premier intelligence organization responsible for signals 
intelligence on key foreign targets, surveillance, and cybersecurity intelligence. It provides 
cybersecurity technical assistance to agencies across the U.S. government if requested. The 
White House leads the development of national policy and plays a coordinating role for 
incident response when attacks involve nation-state actors and carry significant foreign policy 
and national security implications that require multiple agencies of the government to respond.  
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In the event of escalating cyberattacks, the United States has chosen largely non-military tactics 
in response to date. The United States has declared that it will respond in a time, manner, and 
place of its choosing to cyberattacks51 just as in other domains, and policy choices have been 
made on a case-by-case basis for the actor and intrusion in question. In response to intrusions, 
the U.S. government has indicted Chinese military operatives for intellectual property theft,52 
indicted Iranian government cyberspace operators for attacking the financial sector,53 
sanctioned the Russian government for its election intrusions and intrusions onto the electric 
grid, and sanctioned North Korea for its attack on Sony Pictures Entertainment. In 2018, in 
advance of the U.S. Congressional Elections, following the release of the Defense Department 
Cyber Strategy in October of 2019, U.S. Cyber Command took its first counter-offense action 
to “stop a threat before it hits its target” by disrupting the Russian Internet Research Agency’s 
access. There may come a time when the U.S. government could also use military force in 
response to a cyberattack, as when Israel conducted a missile strike on Hamas’s cyberspace 
operational wing in May of 2019.54 

CURRENT PUBLIC-PRIVATE CYBERSECURITY COOPERATION

What cooperative activities currently exist between the public and private sectors? Current 
activities include (1) steady-state, peacetime operations, like sharing information about threats 
and best practices; and (2) “incident response” operations that require companies and the 
government to work together in response to a cyberattack below the level of outright conflict. 

Steady-state, peacetime public-private cooperation involves a wide array of cybersecurity 
activities. The public and private sectors regularly share threat information through formal 
mechanisms like the Financial Services Information Sharing and Analysis Center,55 which shares 
threat information among companies and organizations in the financial sector and the U.S. 
government regarding threats to the financial sector. Similar information sharing and analysis 
centers exist in other sectors, like electricity or transportation. Sharing information about 
threats and methods of attack helps financial companies and the government to secure their 
networks against known risks, and the maturity in the financial sector has set a standard for 
public-private information sharing. 

The Enduring Security Framework is an important steady-state, U.S. government-convened 
cooperative forum. In Enduring Security Framework meetings, which occur multiple times each 
year at the executive level and include regular working group collaborations, participants are 
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given security clearances to receive briefings from the intelligence community about advanced 
cybersecurity threats to the nation and to discuss mitigation mechanisms. (It was through the 
Enduring Security Framework that the information technology community and the national 
security community worked together on the BIOS mitigation, which we will review in-depth.) 

Another steady-state public-private forum is the vulnerabilities equity process, or VEP, 
which is led by the White House and brings the government and the private sector together 
to discuss vulnerabilities that the U.S. government has discovered in technology platforms, 
If government agencies discover a vulnerability, they decide whether and how the U.S. 
government has an intelligence or operational need for the vulnerability (for example, to gain 
intelligence on a high-value target or to prepare to disrupt aspects of a country’s infrastructure 
for defensive purposes). The overarching objective of the VEP is to close vulnerabilities for 
the public good, assuming there is not a strong U.S. governmental operational need.56 The 
government engages major technology companies including Microsoft, Apple, and Amazon, 
about its findings. When it comes to the trade-offs that the VEP considers, as then-White 
House Cybersecurity Coordinator Michael Daniel outlined in 2014, the principles of the U.S. 
government are to disclose as much as possible: “Building up a huge stockpile of undisclosed 
vulnerabilities while leaving the Internet vulnerable and the American people unprotected 
would not be in our national security interest,” Daniel wrote in 2014.57 

The public and private sectors also work together on regulatory projects. These include the 
2012 National Institute for Standards and Technology Cybersecurity Framework that outlines 
industry and government-vetted best practices for cybersecurity,58 and on cybersecurity legis-
lation within the states and federal legislature, like the Cybersecurity Information Sharing Act 
of 2014,59 to improve the country’s cybersecurity and information-sharing processes between 
entities. Cooperation in these activities involves sharing lessons and gaining agreement on cy-
bersecurity principles and frameworks, and has led to a steady increase in information sharing 
about threats and defensive practices and an elevation of cybersecurity awareness globally. 

One way to measure this increased awareness is by examining public- and private-sector 
spending for cybersecurity. In late 2018, the market analysis firm Gartner reported that 
“worldwide spending on information security products and services [reached more than] $114 
billion in 2018, an increase of 12.4 percent from [2017] . . . In 2019, the market is forecast to 
grow 8.7 percent to $124 billion.”60 One of the largest cybersecurity investments came from the 
U.S. Defense Department, which allocated $1.8 billion to fund the Cyber Mission Force, or  
CMF, over fiscal years 2014–2018.61 
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To date, the U.S. government and the private sector have not developed a robust, formal 
method for planning combined counter-offense operations. What if companies and the 
government are called to cooperate in such a combined manner again, but in a more complex 
scenario? What if a foreign government plans to disrupt aspects of U.S. critical infrastructure 
to achieve a strategic effect against U.S. forces or economic interests during a conflict in the 
South China Sea involving the People’s Republic of China? Have companies considered how 
their technologies could be used to achieve positive cybersecurity results in such a scenario? 
What complications might arise for a major information technology company, and how can 
companies and the government work together to get ahead of the issues? 

Before conflict unfolds, the U.S. government and U.S. information technology companies 
can work together to develop insights into hostile actors’ behaviors and prepare options to 
monitor and terminate a potential adversary’s use of cyberspace before they can attack U.S. 
interests. This is true for countering influence operations but also for disruptive attacks on 
infrastructure that could impact public safety. 
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The Removal of  
Obstacles 

How can the public and private sectors work together in advance to prepare? 

The first step is to identity obstacles to effective cooperation and to determine ways to 
either remove or resolve them. These obstacles (and others that participants might identity) 
should be addressed before the government and private sector can build strategic defensive 
options together.

1.  A shared sense of trust. The two communities operate in different environments—
as public institutions upholding the Constitution and serving the public good, and as 
private institutions developing goods and services for the market, employing personnel, 
and meeting shareholder expectations. Given the different aims and interests of the 
two sectors, bonds of trust can only develop through regular information sharing and 
cooperation, cultivated over time. 

2.  A shared perception of the threat. If the parties do not see the world the same way, they 
will not be able to act in a unified, coordinated manner. Do the relevant constituencies 
share a perception of the threat in a way that can drive them toward cooperation or clear 
analytical decision-making? If not, how can threat perceptions be changed? 

3.  A common understanding of the potential market impacts of cyberdefense action or 
inaction. Before working with the U.S. government on any combined operation, companies 
will want to conduct a thorough cost-benefit analysis to imagine potential impacts on their 
global bottom line—including their existing customer base, future potential markets, and 
the potential loss of any technological capabilities. As one executive at a major American 
telecommunications servicer provider said, “We’re part of the global community as well. 
We want to be patriotic but we are global operators.”62 Global concerns impacted every 
multinational technology leader interviewed for this study.

We will treat each of the above issues in turn. 
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THE NATURE OF TRUST

In building a combined operational partnership to help secure the United States against major 
cyberattacks, leaders and operators in the two communities need to be able to trust each 
other during planning discussions and security operations. Cooperating on a cyber threat or 
cyber incident requires that companies and the government trust, inter alia, the forensics 
and attribution of the threat and the threat actor; that shared information will be protected 
and held confidential; that each partner will deliver on their operational and other promises 
(i.e., that they will follow the protocols of policy process, that they will consult one another 
at appropriate times and consider each other’s interests, and that they will coordinate on 
important policy documents like public affairs statements); and that, beyond senior leaders, 
line officers in each institution will work to meet the intentions of their leaders. If trust is non-
existent or broken between leaders and institutions, operational planning becomes far harder, 
if not impossible to achieve, to the detriment of everyone, including the American people and 
others that could be impacted by a disruptive cyberspace operation. 

What does trust mean in the context of public-private operations? Trust is the assumption 
that entities you do not control will act in an expected manner that is favorable to your 
cause.63 Leaders need to trust each other to plan operations, yet by trusting someone with 
sensitive information that could impact your organization’s well-being, trust increases the risk 
that people will let you down or betray you, and therefore exposes the truster to vulnerability. 
This, too, will factor into a company’s cost-benefit analysis for partnering with the government. 
History shows how a breach of trust can impact cooperation, as one of our stories shows. 

FOUR HISTORICAL STORIES OF PARTNERSHIP AND TRUST 
 
The below four stories from the last decade show how issues of trust, threat perception, and 
potential market impact factor into the equation.64 

The Basic Input Output System (BIOS) Mitigation. In 2010–2011, the U.S. intelligence 
community learned that China had discovered a vulnerability in the code of the Basic Input-
Output System (BIOS) of computers.65 The BIOS is a type of firmware that facilitates start-up 
and the computer’s operations. Under the rubric of the Enduring Security Framework (ESF), 
a public-private organization of leading IT companies and national security organizations in 
the U.S. government, the intelligence community briefed information technology companies 
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about the BIOS threat and companies made the decision to patch computers across the United 
States at scale. 

The Edward J. Snowden Intelligence Disclosures. In 2013, Booz Allen Hamilton contractor 
Edward J. Snowden stole information from the National Security Agency regarding its 
intelligence collection programs, including, among other things, the NSA’s bulk metadata 
program, which collected information about American citizens and their contact with 
foreigners. The Snowden disclosures revealed how the American government requested 
information from leading technology companies for national security purposes, and also 
how the government gained access to private-sector infrastructure, including that of Google, 
without the company’s permission.66 The Snowden disclosures triggered pre-existing feelings 
of mistrust among companies, the public, foreign countries, and the U.S. government regarding 
the government’s role in surveillance and breaches of privacy, and led to a range of policy 
changes within the executive branch regarding the governance of U.S. intelligence activities.67 

The Defense Contracts. Two recent technology company defense contract cases reveal how 
companies have struggled to partner with the U.S. government on security issues given issues 
of corporate culture and threat perception. 

First, in 2018, Google decided to cancel its participation in Project Maven, a Defense 
Department effort to develop artificial intelligence systems that could help identify potential 
threats through analysis of military video feeds. When Google employees discovered the 
contract, a subset of employees signed a dissenting petition and protested that Google should 
withdraw from it on the grounds that Google as a company should not participate in the 
development of any weapons programs.68 Google then drew up a list of ethical principles for 
its artificial intelligence programs, including a statement that its artificial intelligence programs 
would not be intended to cause harm or contribute to weapons programs.69 The episode 
led the sitting Chairman of the Joint Chiefs of Staff to question the patriotism of Google 
and accuse it of being willing to help the Chinese government but not the U.S. government.70  
According to a leaked internal memo within the Pentagon, officials within the Defense 
Department recognized that they had suffered a loss when Google employees protested and 
Google withdrew from the contract. “We will not compete effectively against our adversaries if 
we do not win the ‘hearts and minds’ of the key supporters,” the memo read.71 

In another case, employees at Microsoft voiced dissent over a contract through which 
Microsoft would provide a virtual augmented reality capability to the U.S. Army. Microsoft CEO 
Satya Nadella overruled the employees’ protest, saying, “We made a principled decision that 
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we’re not going to withhold technology from institutions that we have elected in democracies 
to protect the freedoms we enjoy.”72 Microsoft President Brad Smith provided further detail, 
saying “we believe that the people who defend our country need and deserve our support.” 
He continued, “to withdraw from this market is to reduce our opportunity to engage in the 
public debate about how new technologies can best be used in a responsible way. We are not 
going to withdraw from the future. In the most positive way possible, we are going to work 
to help shape it.”73 The two companies have different cultures and different views of their 
responsibilities. The story shows how views of government and security threats can impact 
companies’ cultures and pressure corporate leaders. 

Combined Operations in the 2018 U.S. Congressional Elections. The fourth story is of 
the U.S. government and the private sector’s response to Russia’s operations during the 2018 
U.S. Congressional Election. It illustrates how the public and private sector can coordinate 
their actions in advance of an impending attack. Following Russia’s influence operation and 
cyberattacks during 2016 U.S. presidential election, the U.S. government worked together with 
companies throughout 2017–2018 to counteract influence operations on the United States. As 
we have discussed, in 2018, Microsoft, Facebook and others removed Russian operatives that 
were using their social media platforms for malicious purposes. 

Separately, after months of planning, U.S. Cyber Command conducted a counter-offense 
operation against the Russian Internet Research Agency to remove the Russian organization’s 
access to the Internet and prevent it from conducting operations during the election. These 
actions were taken by each organization under its own authority as a public or private entity; 
the manner in which they planned together points toward an effective, combined approach for 
cyberdefense cooperation. 

THE IMPACT OF TRUST ON OPERATIONS

These stories surface at least four salient layers of trust that could play into future public-
private cybersecurity cooperation: (1) trust between a company and the government; (2) trust 
between divisions or employee groups within a company itself; (3) trust between the company 
and its shareholders and customers; and (4) trust between the government and the public. To 
varying degrees, each could impact how corporate and government leaders will think about 
building cyberdefense cooperation and make decisions in preparation for potential conflicts 
that have not yet materialized.



2626

A  P U B L I C ,  P R I V A T E  W A R

Trust between a company and the government. Perhaps most important for operational 
planning, trust between a company and the government includes trust between key leaders 
that share a perspective and responsibility for risk management, such as IT company CEOs and 
Cabinet secretaries. These relationships are the most important for identifying threats, sharing 
perspectives, and agreeing on strategic options for cyberdefense. In the classified Enduring 
Security Framework deliberations over the nation-state threat to the BIOS, for example, 
company executives and key government leaders could share views about specific nation-state 
actors. There is much that can be achieved through regular, classified information sharing and 
partnership building. 

Trust between divisions or employee groups within the company. In making decisions 
regarding war and peace, technology, and violence, issues of trust may arise between 
employees that work for a company, American and non-American, and the executives that 
make policy decisions for the company. The case of Google cancelling its AI contract with the 
Defense Department 74 and Microsoft CEO Satya Nadella sustaining an Army contract show 
how executive perspectives and decisions matter.  The government should keep corporate 
culture in mind as it plans for digital threats and tries to work with companies on an increasing 
array of technological challenges and opportunities. 

Trust between the company and its customers, shareholders, and the public. In addition 
to the nature of its action, a company’s public affairs posture helps a company sustain trust 
with its shareholders and its customers and the public. How the company explains its internal 
actions or interactions with the government is vital to the company’s ability to operate and 
sustain its market trust and market standing. 

Trust between the government and the public. The public’s trust and support of the 
government can strengthen or hinder the government’s ability to operate. How is the 
government perceived to be acting in the nation’s interests, including for protecting individual 
users’ data and interests? Success depends in part on the government’s ability to build and 
sustain legitimacy for an operation; companies and the public need to understand how the 
operation would meet their interests and that of the country as a whole. 

There is a tremendous amount of research dating back to the Civil War for how the U.S. 
government builds support within the American population for prosecuting a conflict.75  
Factors of support include the population’s perception of the adversary (including the behavior 
of the regime and its military power), the opinions of the elites that shape society’s thinking, 
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and individuals’ perceptions of their own lives, among others. During a period of escalating 
tensions, the U.S. government may have an easier time building support for a cyberspace 
operation against a country that has long-standing hostile relations with the United States, like 
North Korea, Iran, Russia, or Syria for example. Their governments have isolated themselves 
through invasion, terrorism, and civil war. North Korea, Iran, and Russia have all also used 
cyberspace operations against the United States. If tensions escalated, the U.S. government 
would have significant history to build a case for a cyberdefense operation. 

After the effects of Russian interference in 2016, for example, the American public may have 
been more inclined to support companies and the government in taking action to defend U.S. 
democratic processes and institutions. In advance of the 2018 election, the U.S government 
conducted a counter-offense operation against the Russian Internet Research Agency, but the 
operation occurred within a broader, public narrative and public concerns regarding Russian 
cyberspace operations against the U.S. election.

If tensions escalated with China, however, and China began to take more hostile actions in 
cyberspace, the case might be more complicated for an information technology company. 
As one former senior White House official said on this topic, “Russia is an easy case. China 
is a whole different matter—and far more complicated given its economic role.”76 China is 
one of most important markets for many multinational information technology companies 
operating today. For a company to begin advanced planning with the U.S. government today 
in anticipation of a potential Chinese cyberattack would place a greater demand on the U.S. 
government to make its case. We will explore this issue in greater detail when we turn to 
analytic ingredients for scenario planning and exercises. 

TRUST AND GOVERNMENT SUPPORT IN THE FOUR STORIES 
 
How did questions of trust and threat perception play out in the four historical stories 
highlighted above, and what lessons can be drawn from those stories for the future? 

The BIOS Mitigation fostered a significant level of trust between key leaders in the public and 
private sector, thanks to a shared perception of the threat and the relatively simple defensive 
action required to mitigate it; the operation was essentially a scaled network defense action 
to close (or “patch”) a vulnerability in the computer code across hundreds of thousands of 
computers. This is a far less complicated operation than if the government asked a technology 
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company to shut off parts of its own technological infrastructure to isolate or degrade an 
adversary’s ability to operate online. In the BIOS story, the national security community and the 
private sector had a shared view of the threat, and China’s access to the BIOS exploit and the 
scale of the vulnerability made the threat acute. 

Responsibilities were also clear. While the government could have conducted a cyberspace 
operation action against the Chinese government’s networks to deny access, that would 
have been an overly aggressive and disproportionate action. While China had been stealing 
intellectual property from the United States for years, the two countries were not in a state 
of hostilities to necessitate an escalation at that time. Secondly, the U.S. government was not 
in a position to close the vulnerability itself; the onus was on the private sector to do so, as 
the private sector built and managed the vulnerable computers. Finally, “trust” hinged mostly 
around the private sector’s trust in the intelligence community’s findings about the threat. 
The companies operated on their own to close the threat; they did not touch any adversary 
infrastructure, only their own. The decision was made in a closed, classified environment with 
the support of the companies and government agencies involved and only later revealed  
to the public.77 

Edward Snowden’s intelligence disclosures of 2013 is the most well known of the four 
stories. It led to the most dramatic breaks in trust. Why? While significant components of the 
NSA’s intelligence collection activities were undertaken legally through court-ordered requests, 
others occurred without the knowledge of the technology companies; in other instances, as 
in the case of the U.S. government collecting signals intelligence on its allies (including the 
German Chancellor Angela Merkel’s cell phone)78 and the nature of the metadata collected, 
the intelligence disclosures revealed an unbridled approach to signals intelligence. The 
disclosures frayed trust between the government and the technology sector, between the U.S. 
government and the global public, between employees who were unaware that their employer 
was cooperating with the government, and between the technology sector and the public.79 
The disclosures downgraded the government’s ability to build relationships with parts of the 
technology community for a range of activities. The event led to necessary reforms (some of 
which are still ongoing), but relationships were frayed and time was wasted.80 

Company and government actions in advance of the 2018 U.S. Congressional Elections point 
towards the benefit of shared threat perceptions and the future of public-private cooperation. 
Since its attack on the 2016 U.S. presidential election, Russia has proven itself a dangerous 
threat to U.S. interests. Following a range of investigations within technology companies, by 
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Congress, and through the media, American society was keenly aware of the threat to future 
elections. Contact between technology companies and the federal government in advance 
of the 2018 Congressional election led to an increase in familiarity between the civil servants 
responsible for cybersecurity and their counterparts in the technology sector.81 In advance of 
the election, Microsoft82 and Facebook83 removed Russian actors from their platform under 
their own authority; U.S. Cyber Command conducted an operation against the Russian Internet 
Research Agency under its own authorities.84

The actions by the companies in advance of the election portrayed a level of seriousness 
and commitment to counter the threat. The operations occurred within a media narrative 
of American anxiety over Russian interference, and met with support from experts in the 
community and the public at large. U.S. Cyber Command’s operation may also have bolstered 
perceptions that the U.S. military takes the problem seriously and built legitimacy for future 
operations. 

The defense contract narrative shows how employees in the technology sector may resist 
any cooperation with the government on matters of national security, including cyberdefense, 
and points towards the need for deeper understanding and conversation between the two 
communities on matters of violence, the use of force, and the role of technology in world affairs.

History shows that if a weapon can be invented, it will be invented, whether that technology 
is the nuclear bomb, a biopathogen, a strain of destructive malware, or a strong AI that can 
provide a government with a competitive advantage in matters of war. Scientists throughout 
history have lent their analytic support to governments during times of war to create 
technologies for purposes of military operations, the creation of the nuclear bomb being the 
most dramatic and well-known example. 

For an individual scientist, the decision to work on a security technology will be deeply personal 
and reflect her or his ethical and political views on the use of force, politics, and international 
relations. Considerations may include whether they trust the institutions for which the weapon 
has been produced to be judicious in its use, how the technology could be used maliciously, 
and whether the proliferation of the weapon can be controlled. 

Yet the nature of the adversary or potential adversaries is paramount. In the case of the nuclear 
bomb, for example, the dangers of the Nazi regime and of the emerging Soviet power helped 
drive scientists like Albert Einstein and Robert Oppenheimer to contribute their knowledge. 
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The scientists determined that it would have been far more dangerous for the Nazis to develop 
the bomb before the Allies in World War II, and opted to give their support to the Manhattan 
Project.85  

In a democracy, particularly in a democracy in a political condition outside of a state of 
total war like World War II, it is the prerogative of a commercial company to decide what 
technologies it will or will not produce, and it is the right of a scientist to opt out of a project if 
they prefer not to work on technologies designed for military purposes. In the case of Project 
Maven, Google’s deeply engrained cultural ethos of “don’t be evil” led a number of employees 
to withhold their support for intentionally developing technologies for use in what they 
perceived to be a weapons platform.86 Microsoft, on the other hand, chose “not to withhold” 
technologies from the institutions that support the United States’ democratic freedoms. 

From the outside it is difficult to assess how and why a single leader made one choice over 
another. Company employees in both cases opposed the contract. The Google employees were 
organized and forceful in their opposition, as a long investigative report in WIRED magazine 
revealed,87 and that opposition helped drive Google to draft its specific principles for artificial 
intelligence. Microsoft made a “principled decision” to support the government and try to 
shape outcomes as best it can. 

These two cases involved the intentional creation of new technologies for purposes of 
supporting the military. What about when technologies created for a civil purpose are 
weaponized for malicious ends? In such instances, companies and the government try to limit 
the negative effects of that technology, either by altering the technology itself (i.e., sending out 
a patch, as in the BIOS example), penalizing through non-military means those that use it in an 
illegal manner (i.e., sanctions and indictments) or disrupting the adversary’s use of it through 
military means (i.e., as U.S. Cyber Command disrupting the Russian Internet Research Agency). 
Like the internet, radio in and of itself is not an evil tool, yet the Hutus operating during the 
Rwandan genocide of 1994 turned the radio into a tool for fomenting hate and inspiring 
violence against the minority Tutsi population in Rwanda.88 Every student of history looks back 
and wishes that someone had shut off the Hutus’ radio platform, Radio Télévision Libre des 
Mille Collines, through a missile or jammer to prevent the spread of the violent ideology.89 

A range of actors—from violent extremists to the U.S. government intelligence services—
use Google Search to research their targets, yet Google Search was not created with those 
purposes in mind. Similarly, social media companies were created to connect people, yet 
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they became enclaves that facilitated the spread of disinformation and enabled the Russian 
intelligence services to spread propaganda within the American population. The internet was 
first created as a tool for connecting scientists, yet the vulnerabilities within it now allow for a 
range of negative uses. Attackers find exploits to disrupt elements of critical infrastructure, as 
Iran did to Saudi Aramco or the Russians did to the Ukrainian electric grid. When a technology 
reveals its danger, someone needs to make the case for that technology to be changed. 
Sometimes, someone needs to make the case for shutting it off or disrupting it. 

Given a cultural difference like that between elements of Google and the U.S. government 
on the use of artificial intelligence, how would the U.S. government make its case to win 
over Google or another company’s support for a cybersecurity operation to disrupt hostile 
activity in the event of escalating tensions with an adversary—particularly if the adversary isn’t 
attacking the United States today, and it takes time to develop effective cyberdefense options? 

Part of the answer rests in sharing stories and perceptions. As one technology company 
executive said during the course of the interview process, some corporations would only take 
part in a cyberdefense planning process if “World War III” were underway. Historically, Einstein 
and Oppenheimer felt compelled to join the nuclear effort because the threat was clear and 
present. Today in cyberspace operations (and artificial intelligence), we know that advanced 
attackers will use digital tools against U.S. interests in the future. We will certainly know World 
War III when we’re in it, but in advance, nations are investing in dangerous technology behind 
closed doors, and the United States still needs the best and brightest scientists to support the 
national security community to plan in advance. 

Would a more aggressive and hostile threat drive Google scientists and engineers to change 
their view of cooperating with the United States on artificial intelligence, just as Einstein and 
Oppenheimer did in the 1930s and 1940s in the face of Nazi aggression? Perhaps, but the 
path towards conflict can be hard to perceive. The unfortunate truth, as Benjamin Franklin is 
reported to have said, is that “by failing to prepare, you are preparing to fail.” In the techno-
logical age in the United States, the act of preparation presents an acute and vexing problem. 
The private sector owns and operates the terrain of cyberspace, and adversaries have seized 
on that opportunity; they recognize that they can technologically exploit private infrastructure 
and, perhaps more importantly, they can exploit the wide chasm that exists between the U.S. 
technology community and the U.S. government on matters of peace and war. The state of the 
world can change quickly. If companies and the government do not work together to prepare 
strategically and technologically, they will be flat-footed when real conflict comes. 
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Recommendations:  
Change Worldviews, Shape 

Policy, Build Defense Options
Culturally, how an organization’s leadership perceives risk often informs how the organization 
will plan for risk. The manner through which a leadership team imagines the potential of 
cyberattacks occurring will inform how the organization understands and responds to 
incidents. Aspects of the four historical stories cited show how threat perception can affect 
public-private partnership. In the BIOS mitigation, for example, the public and private sectors 
shared threat perceptions through classified briefings and identified means to take action. 
Russia’s operations in 2015–2016—and the lack of cybersecurity preparation by campaigns and 
social media companies—spurred an increase in public-private cybersecurity cooperation in 
advance of the 2018 U.S. Congressional Elections. The 2016 attack made clear the threat and 
drove companies and the government to work together. 

Interviews for this study reveal that a sub-set of the private and public sectors already 
understand the threat and want to prepare for potential hostilities. Multiple technology leaders 
indicated that they would like to meet regularly to plan operations to prevent a hostile actor 
from conducting an aggressive attack. One went so far as to say in December 2018 that, “I 
expect that they would want to do exactly this kind of work,” and wondered why his company 
hadn’t been called and why formal government organizations had not initiated deliberate 
planning previously.90 Public- and private-sector personnel with a background or exposure to 
the workings of government, strategic planning, or the military were particularly supportive. 
They provide a foundation for effective planning.

Other director-level leaders expressed support but found opposition within their broader 
corporations. After a daylong briefing on the issue and multiple conversations, one technolo-
gy leader edited a draft proposal, began to think about budgeting options to work on it, and 
briefed the program into her organization, advocating that her company embark on a process 
of deliberate planning. In a separate component of the company, however, she encountered 
resistance—and that ended the conversation for that moment.91 Government personnel in the 
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White House National Security Council, U.S. Cyber Command, National Security Agency, and 
the Office of the Secretary of Defense all expressed support for the concept of building robust 
partnerships92—but given the demands of their jobs, they seemed to lack the time to build the 
necessary relationships of trust that would lead to the development of tactical, strategic op-
tions for specific operations.93 The most important step may therefore be for a governmental 
staff member to have public-private operational planning as a part- or full-time responsibility.  

IMAGINE UNTHINKABLE SCENARIOS 

Practically, then, how can the public and private sector deepen their understanding of hostile 
actors and potential risks in cyberspace? One way is by conducting regular exercises for a 
range of attack scenarios. Small, pre-planned scenario exercises should bring representatives 
from public- and private-sector organizations together to develop and conduct exercises 
and discover viable options to blunt incoming cyberattacks, including influence operations 
and destructive attacks on infrastructure. The U.S. Defense Department and the intelligence 
community are planning organizations; they think about future risks, build strategies, and 
exercise to prepare for them. Technology employees focus their strategic thinking on 
competitors, changes in the market, or technology-focused product innovation. Security-
focused exercises can help company executives and government partners to think about 
security issues together. 

So what should they consider? Scenarios should focus on surfacing issues of market, customer, 
technological, and security risks of action or inaction for the participating technology compa-
nies. If the U.S. government has indications and warning that China will conduct a destructive 
cyberattack on American interests, for example, and the government asks an American com-
pany to limit or shut off China’s access to their infrastructure, any perceived cooperation with 
the U.S. government could impact a company’s market access. As one senior security leader at 
a major information technology said in 2018, if the U.S. asked a company to take a counter-of-
fense action against another country, “There will be escalating impacts. Ultimately you’re asking 
a multinational corporation with global business footprint to pick winners, and that’s clearly not 
in the long-term best interest of our business.”94 He also pointed out that many IT companies 
need to “comply with any court order from a jurisdiction,” and if they have two competing 
orders from two countries, they are essentially required to pick a market. Companies need to 
consider how a cyberdefense option could impact their business.
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A clear risk of a cyberdefense action could be unintended or disproportionate effects on the 
target population. As the chief security officer at an internet infrastructure provider said, “The 
only thing I’d recommend in the infrastructure itself, if you have their address space, you tell 
all the carriers (internet service providers, telecommunications carriers, others) that they are 
not allowed to provide reachability. You are not allowed to send or deliver anything to or from 
[that country]. You don’t want to do it in the routing system, but if you do it on a geographic 
basis, there’s nothing over there we want content wise, it would work. But, “it would break 
citizen access.” 95 Cyberdefense options could carry negative impacts for a nation’s citizens and 
any option would need to be measured from within the Law of Armed Conflict. Like sanctions 
that prevent goods from flowing into a country, a loss of internet or technology services 
could spur citizens to pressure their government to change—or it could carry unacceptable 
consequences for civilian infrastructure. 

Narrative-focused scenario exercises can also help surface indicators of a conflict unfolding 
over time96 and walk participants through the steps that an adversary might take as events 
unfold.97 A senior leader from a major telecommunications provider believes that this is the 
right course for the U.S. government and companies to pursue. “We can block things at our 
peering points if we want to,” he said. The question is, “What is it going to look like? What 
technical capabilities would it look like if we stop it? What unintended consequences would we 
face?”98 The only way to get ahead of the problem is to think it through.   

One senior leader outlined how he would think about a national security situation in which 
his company was asked to block traffic to assist the U.S. government. “We have worked on 
[fewer than ten] cases on particular takedowns and threats. We’re not the only company that 
does that. I cannot get into the cases.” 99 But he outlined the steps that he considers. “This is 
how we work our way through in these cases. Is it legal? Is it legit? How will this play when it 
hits the headline that Ellen Nakashima [of The Washington Post] writes about it? How is the 
world going to react to that? How will the customer base react to it? Were there any privacy 
concerns? All those things need to be considered, to ensure that it’s legit, it’s lawful, and we’re 
not going to suffer.”

When asked how his company considered such actions, he said, “It takes a lot of planning and 
effort. For what you’re thinking, I assume it would be a matter of some urgency, the linkages 
would need to be put in place so that you can assess the legal risks, asses the consequences. 
We need to build the confidence that what you’re saying is timely and serious. It’s not just 
‘let’s go after the criminal.’” His process reflected that of other technology leaders; if “World 
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War III” was upon us, it would trigger a willigness to take action. As one software company 
cybersecurity strategist said, “We need to think about that. I don’t want to. No one wants to. 
But we need to think about it.” 100

Many leaders immediately recognized the need for lawyers to be present for the discussion. 
“We’d want lawyers to be there to talk about how we’ve done them in the past and we’d 
obviously want to run it by the legal team about how we do this kind of stuff,” one senior leader 
said. But would his company be willing explore this kind of planning now if the government 
called? “We would be in favor of doing that.” 101

In addition to scenarios narratives, large technology companies should adopt the process 
of thinking like an adversary and regularly red-team their business operations for 
vulnerabilities. To “red-team” your operations means thinking about the platform from an 
adversary’s perspective by considering the adversary’s political and social goals and objectives 
and how they may seek to exploit a platform for their own purposes. For example, in advance 
of the 2016 election, if Facebook had taken on an adversary mindset, it perhaps could have 
surfaced how adversaries like Russia would purchase political ads online to manipulate the 
election, or how a company like Cambridge Analytica could have acquired, stored, and used 
private user data from a third-party for election-related data analysis that breached Facebook’s 
privacy rules.102 

Large multinational IT companies need to make regular scenario and red-team planning 
a priority to look across platforms and business practices. Companies can work internally 
to draft escalatory scenarios in which the government calls and asks them to take action to 
shut off infrastructure, redirect traffic, or use their analytical platforms to anticipate and blunt 
an incoming attack. Exercises and scenarios get everyone ready for surprises. If companies can 
build bonds of trust and work together internally to imagine the unthinkable, senior leaders, 
middle managers, and engineers will be better prepared to deal with whatever comes.  

THE CASE OF CHINA

Of all of the potential adversaries and cyberdefense contingencies that could come to pass, the 
act of planning in advance for a future conflict with China would carry the greatest amount of 
risk due to China’s market size,103 military forces and military objectives,104 dynamic economy, 
and high levels of global influence. China therefore provides an appropriate test case for our 
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problem. As one senior leader at a major telecommunications company said, “There is a big 
concern about China and what to do about it. The government is concerned that the Chinese 
are taking over the world.” How would planning for a China conflict present a risk to American 
information technology companies, and what can companies do to mitigate those risks?

China is the world’s second largest economy—the largest if measured by purchasing power 
parity105—and for a U.S. information technology company seeking to do business in China, 
any perception that the company plans with the U.S. government for a potential cyberdefense 
operation could trigger a response from the Chinese government, potentially leading to 
charges of complicity that would mirror claims made by the United States government against 
Huawei operating within the United States.106 China has long suspected American private 
companies, and has banned many major American IT and media companies from operating on 
the Chinese mainland, incluing Google, Facebook, Instagram, SoundCloud, and The New York 
Times.107 Speaking at a 2018 trilateral dialogue with Chinese, Indian, and American delegates, 
a Chinese academic referred to Facebook, Twitter, LinkedIn, and other American information 
technology companies as components of the United States’ “aggressive internet freedom 
agenda.” 108 

STATEMENT OF CYBERDEFENSE POLICY 

The first task facing an American information technology company in planning for cy-
berspace conflict with a nation-state is to develop a clear statement of policy regarding 
defensive operations and an accompanying public affairs strategy. Companies can make 
it a matter of public policy to block any hostile actor from using the company’s platform for 
malicious purposes. Clearly delineated terms of service can clarify the company’s position for 
shareholders, the public, foreign countries, and the U.S. government. 

Some corporations have already set clear cyberdefense policies. In 2017, for example, the 
president of Microsoft, Brad Smith, said technology companies must be committed to “100% 
defense and zero percent offense.” In setting a defensive policy, companies could argue that 
any time a nation-state tries to use its infrastructure for malicious purposes, they will remove 
the hostile actor’s access to that infrastructure.109 

Microsoft took action along those lines in 2017 and 2018. In 2017, the company found that 
unnanmed hostile actors associated with an unnamed nation had “registered internet domains 
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using names that included Microsoft and other companies’ trademarks.”110 Microsoft obtained 
a court order and sought the appointment of a Special Master to oversee and expedite 
motions in the case. With a court order in place, Microsoft then notified internet registries 
whenever the group registered a fake Microsoft domain and requested that control of that 
domain be transferred to a sinkhole—a domain name system (DNS) server that gives out false 
information to prevent the use of another domain name—operated by Microsoft’s Digital 
Crimes Unit. With that sinkhole in place, Microsoft could then disrupt the nation state’s use of 
the domains within 24 hours to prevent hostile action. The company pursued a similar course 
of action in 2018 through its Digital Crimes Unit to prevent hostile actors from interfering in 
the 2018 U.S. Congressional Elections.111 

How would a clear statement of policy play out in a contingency between the United States 
and China? If a company decides to begin public-private contingency planning for a potential 
conflict with China, the same “100% defense” policy could form the basis of a public affairs 
strategy; a company could argue that it will block any malicious traffic that falls outside of 
a company’s terms of service. A company should treat any counter-offense operation on a 
case-by-case basis, but statements of policy can give the company a public affairs position with 
regards to potentially aggressive countries. 

KEY QUESTIONS TO CONSIDER

What are some other questions for companies to consider as they plan for potential 
cyberdefense cooperation with the United States?

1.  Risks to foreign national personnel within a company. If it were ever disclosed that 
a company was planning for a contingency with China, it could trigger internal dissent 
within technology companies that have Chinese staff, and potentially place an ethical 
burden on Chinese personnel (similar to those felt by Google employees during the Project 
Maven protests) who feel patriotic to their country and betrayed or unwelcome given 
their company’s policy. The story would be the same for personnel from other countries. 
The case of China rises specifically because a large number of Chinese personnel work in 
American technology companies compared to other foreign nationals.112 

2.  Allied requests for assistance. What if an American-allied government like the United 
Kingdom, Canada, Australia, or New Zealand asks for cyberdefense assistance? Assuming 
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the partner country is doing so legally within the Law of Armed Conflict and for legitimate 
purposes against a hostile actor, these requests would seem justifiable under a “100% 
defense” terms of service statement. By setting clear policies, companies can prepare in 
advance for requests for help. 

3.  Rejecting American government requests for assistance. In the circumstance that a 
U.S.-owned technology company were to reject the U.S. government’s request to use its 
infrastructure for some defensive purpose, the U.S. government could take the company 
to court to try to force compliance with U.S. government mandates. This problem should 
be considered in advance by both government and private-sector entities as the U.S. 
government prepares for potential contingencies. Courts could force a company’s hand for 
national security requirements, but would come with costs to both the government and 
the company. 

PLANNING EXERCISES AND OPERATIONS 

As government and private-sector leaders begin to plan for cyberspace conflict, escalation 
scenarios should include some of the following variables, among others: 

•  The military, political, and economic conditions involved in conflict escalation, to 
include macro-economic trends that would drive or be driven by the conflict, key foreign 
leader and social group behaviors, and country-specific triggers (i.e., tensions between 
North and South Korea or Russian incursions into Ukraine). 

•  Indicators of conflict escalation, to include weapons likely to be used, to pre-deployed 
forces that could be targeted, countries that may be drawn into the conflict, and violent 
actions that could be conducted on forces, populations, and economic centers as the 
conflict begins. 

•  U.S. and allied cyberspace infrastructure that could be targeted, to include U.S. and 
allied critical infrastructure owners and operators in the U.S. and in third-party nations 
(neither the adversary nor the victim), as well as U.S. military and allied forces deployed in 
theaters of operations. For any conflict preparation, information technology companies 
should identify in advance major U.S. and allied critical infrastructure targets and operators 
that use their services. Some companies will be more likely to be targeted through 
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information technology than others, including major financial services, energy systems, 
and government agencies that support U.S. health and safety, as well as media and political 
campaigns. 

•  Playbook of cyberspace capabilities that can be used to analyze, identify, and blunt 
an adversary offensive operation. Companies and the government should come to 
a scenario exercise with a playbook of strategic capabilities that they can use on their 
platforms to anticipate, analyze, and respond to a cyberattack. They should be prepared 
to present options to the group. This discussion will be sensitive for the company and 
classified for the government, and will likely only be possible in a classified, small-group 
setting that allows participants to deliberate around the narrative over time. 

The Enduring Security Framework will be a natural forum for this partnership to unfold.  It 
is defensively focused and provides a mechanism for building relationships between the 
government and the private sector around a range of cybersecurity issues. It allows for a 
classified exchange of views; provides regular contact between the constituents through 
biannual senior leader meetings with companies and agencies; and builds ties between more 
junior employees in the public and private sectors. It also gives senior leaders an opportunity to 
build bonds of trust through one-on-one conversations.

LEADERSHIP FOR SUCCESS

Sustained leadership is the most important ingredient for building effective public-private 
partnerships. Close bonds between key leaders are vital. Leaders and individuals build trust 
between themselves first and then, over time, between the groups, organizations, and countries 
that they lead. 

What are some conditions for leaders to keep in mind as they try to build trust? There is a 
rich field in business and leadership studies on this subject, but a short review of the literature 
indicates that to build and sustain trust requires that individuals can 1) be vulnerable to others 
(making ourselves vulnerable to being let down or to betrayal); 2) think well of others and their 
ability to respond to our expectations; 3) be optimistic that they will be sufficiently competent 
in certain respects of the relationship to deliver on our expectations; and 4) that they will strive 
consistently to meet the other’s expectations or explain in advance when those expectations 
cannot be met.113 



4040

A  P U B L I C ,  P R I V A T E  W A R

We know that effective public-private bonds can be built. The BIOS mitigation gave us our first 
indicator. The Snowden disclosures set cooperation back, but over time and through repeated 
conversations to rebuild trust, multiple private-sector leaders have expressed support for 
building defensively focused partnerships. Patriotism and a shared view of the cyberthreat 
provided a strong foundation on which to build. Russia’s actions in 2016 and its continued 
aggression toward the United States—including penetrating the U.S. electric grid and trying to 
manipulate the electoral process through 2018—helped drive the public and private sectors 
to seek the same goals in 2018 and in advance of 2020: to prevent foreign meddling and 
cyberattacks on the U.S. election. Now the question is whether the two communities will seize 
on the opportunity to move forward together. 

Other basic business practices will prove valuable to trust building. Participants will need to 
value people as people, not as means to an end; act as role models for the kind of relationships 
they seek to build; admit mistakes when they happen; be as honest as possible in the course of 
the discussion; and be curious about the people involved and the nature of the conversation.114 
Trust will need to be affirmed repeatedly. If the partnership leads to value, it will result in 
a natural development of options and creative avenues for cooperation that the two 
communities may not presently foresee. 
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Conclusion 
Today the United States exists in a gray space below the level of outright hostilities in 
cyberspace. In the future, a potential adversary will seek to use whatever digital tools they 
have available during a conflict to gain an advantage. The national security community and the 
technology community can get ahead of that threat through prudent planning. Leaders and line 
officers in the public and private sector can invest in building relationships of trust, establish 
formal planning and coordination mechanisms to deal with escalating hostilities, conduct table-
top exercises, and develop tactical options to use their own authorities and platforms to blunt 
cyberattacks in a combined manner analogous to the response to the 2018 U.S. Congressional 
Election. Cooperation should extend from the chief executive and cabinet secretary level to 
that of the deputy assistant secretary level and below to facilitate regular contact and options 
development. It should bring together the best strategists and operational planners in each 
organization to discover the best approach. The effort will need to be sustained for years to 
build trust.

Cooperation will come with risks to companies. When one company executive said, “We want 
to be patriotic but we are global operators,” he reflected a sentiment shared by every company 
leader interviewed for this study. Before beginning to plan with the federal government, 
companies will need to carefully assess the cost and benefit of any counter-offense operation 
from the standpoint of their global customers and markets. They may need to amend their 
terms of service agreements to declare that they will block any hostile actor that tries to use 
their infrastructure for malicious purposes. Such a strategy will help improve their defense 
posture and inoculate a company against accusations of national preference.

What might success look like at the end of five years?

Under the leadership of the Enduring Security Framework or another national security forum, 
the U.S. government and the U.S. technology sector will have worked together to plan and 
exercise for a range of potential conflict scenarios impacting the United States including 
scenarios involving cyberspace operations conducted by China, Russia, North Korea, or Iran. 
Scenarios will have examined how a conflict could impact the American people, the American 
government, and American corporations. Participants will have used the planning process to 
develop viable defensive options and deepen bonds of trust.
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At the end of five years, the two communities will have a deeper understanding of each other’s 
cultures, personnel, and operating environments. Today, the two communities misperceive 
each other and lack situational awareness of each other’s capabilities. At the end of five years, 
government operators will be more familiar with the policies, worldviews, and technological 
capabilities of their private-sector counterparts. Private-sector actors will likewise have a 
deeper understanding of the cultures, operating environments, and technological capabilities 
of the U.S. military, intelligence community, and law enforcement community. Mutual respect 
and trust will have increased through good-faith engagements.

At the end of five years, companies should be able to identity areas where cooperation has 
helped them to understand potential risks and stay ahead of threats. In a scenario involving a 
dangerous cyberspace operation, public opinion could quickly and significantly shift against a 
company, as happened to Facebook following Russia’s actions in 2015–2016. If companies have 
worked with the government in advance of a contingency, however, they will be in a stronger 
position when an incident occurs. After five years, companies should be able to look back and 
identify measurable benefits in this regard.    

Over the last decade, the public and private sectors made significant progress in building 
the structures and teams for cybersecurity. It was not enough. The Russian cyberattack on 
American democracy in 2015–2016 marked the end of Act I in our cybersecurity story. In the 
future, it is likely that hostile powers will try to impact American interests in new and more 
dangerous ways. This could include manipulating political narratives, altering demographic 
data, attacking the electoral process, or targeting aspects of public safety and security in ways 
yet unseen. As digital access expands and attack surfaces grow, attackers will seek alternative 
methods to subvert the United States and its interests. The two communities should begin now 
to conduct regular, deliberate planning exercises for combined, voluntary operations.
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