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Executive Summary

Al systems that use reasoning to autonomously pursue goals through interaction with external
environments and tools — referred to hereafter as “Al agents” or “agentic Al” — promise
transformative benefits for productivity and complex problem-solving. However, the ability

of Al agents to operate with increased autonomy also introduces significant risks, such as
unintended goal pursuit, unauthorized privilege escalation or resource acquisition, and other
behaviors — such as self-replication or resistance to shutdown — that could result in systemic
or catastrophic harm. The unique challenges introduced by agentic capabilities complicate
traditional, model-centric risk-management approaches and demand system-level governance
that accounts for autonomy, authority, tool access, environment, and interaction effects.

This paper introduces the Agentic Al Risk-Management Standards Profile (“Agentic Al Profile”),
which aims to provide a targeted set of practices and controls for identifying, analyzing, and
mitigating risks specific to agentic Al. The Agentic Al Profile is designed to complement the
NIST Al Risk Management Framework (Al RMF) (NIST, 2023a) and functions as a specialized
extension of the UC Berkeley General-Purpose Al Risk-Management Standards Profile (“GPAI
Profile”). While the GPAI Profile focuses on the risks inherent to large-scale models, the Agentic
Al Profile addresses the risks that emerge when Al-based systems are granted the agency to act
on behalf of users. It also draws on a growing body of technical, policy, and security research
on Al agents, autonomy, and Al control.

The Agentic Al Profile is primarily for use by developers and deployers of agentic Al
systems, including both single-agent and multi-agent systems built on general-purpose and
domain-specific models. Policymakers, evaluators, and regulators can also use the Agentic
Al Profile to assess whether agentic Al systems have been designed, evaluated, and deployed in
line with leading risk-management practices.

The guidance in the Agentic Al Profile is organized around the four core functions of the NIST
Al RMF: Govern, Map, Measure, and Manage (NIST, 2023a)." Sub-categories (e.g,, Map 1.1) have
been selected based on two criteria: (1) they are considered “high-priority sub-categories” in
the GPAI Profile or (2) they require additional consideration beyond the content of the GPAI
Profile (Madkour et al., 2026). Users of the Agentic Al Profile should continue to prioritize the

1 Govern: for Al risk management process policies, roles, and responsibilities; Map: for identifying Al risks in context; Measure:
for rating Al trustworthiness characteristics; and Manage: for decisions on prioritizing, avoiding, mitigating, or accepting Al risks.



high-priority risk-management sub-categories established in the foundational GPAI Profile
(Madkour et al., 2026).

This document provides the necessary context to apply those steps — such as go/no-go
decisions (Manage 1.1) and risk-reduction controls (Manage 1.3) — with considerations around
agentic systems’ unique vulnerabilities and capabilities, such as autonomous decision-making.”
Agentic Al and Al-agent risk topics and corresponding guidance sections in this Profile (Map 1.1
and Manage 1.3) include the following:

« Discrimination and toxicity, including amplification of existing bias and discrimination
through feedback loops, propagation of toxic content, and new forms of inequality arising
from disparities in availability, quality, and capability of agents.

«  Privacy and security, including unintended disclosure of personal or sensitive data,
increased leakage risk from memory and long-term state, comprehensive logging and
traceability needs, and cascading compromises that result in misaligned outcomes.

« Misinformation, including cascading misinformation when hallucinated or erroneous
outputs from one agent are consumed and reused by other agents or systems.

« Malicious actors and misuse, including lowered barriers for designing and executing
complex attacks, automation of multiple stages in cyber or biological risk pathways,
large-scale personalized manipulation, fraud, and coordinated “swarm” or influence
campaigns.

« Human-computer interaction, including reduced human oversight, anthropomorphic or
socially persuasive behavior that can increase overreliance and information disclosure, and
heightened difficulty for users in understanding or contesting agent behaviors.

« Loss of control, including oversight subversion, rapid and iterative action execution that
can outrun monitoring and response, and behaviors that undermine shutdown, rollback, or
containment mechanisms.

« Socioeconomic and environmental harms, including inequalities driven by differential
access to agentic capabilities, potential collective disempowerment, economic disruption,
and environmental impacts from large-scale autonomous operation.

« Al system safety, failures, and limitations, including self-proliferation, self-modification,
self-exfiltration, self-replication, agentic misalignment, deceptive behavior and scheming,
reward hacking, collusion, long-term planning and goal pursuit, cross-domain influence,
real-world interaction, and limited effective human oversight.

2 For the full list of high-priority risk management steps, see the “High-Priority Subcategories” section in this document.



Given the different configurations of agentic Al systems, this Profile emphasizes governance
mechanisms that scale with degrees of agency, rather than treating autonomy as a binary
attribute. Agentic Al ranges from narrowly scoped, single-agent systems to highly autonomous,
multi-agent architectures operating in complex environments, requiring risk controls that are
proportionate to these characteristics. This Profile prioritizes risk-management practices that
preserve meaningful human responsibility while enabling bounded autonomy within clearly
defined limits.

Key risk-management levers emphasized throughout the Profile include:

« Human control and accountability, including clear role definitions, intervention points,
escalation pathways, and shutdown mechanisms.

« System-level risk assessment, especially for multi-agent interactions, tool use, and
environment access.

+ Continuous monitoring and post-deployment oversight, recognizing that agentic
behavior may evolve over time and across contexts.

« Defense-in-depth and containment, treating sufficiently capable agents as untrusted
entities due to the limitations of current evaluation techniques.

« Transparency and documentation, including clear communication of system boundaries,
limitations, and risk-mitigation decisions to relevant stakeholders.

However, several important limitations remain in applying these risk management levers.
Taxonomies for agentic Al vary widely, and are often inconsistently applied, limiting the ability
to harmonize recommendations across organizations and jurisdictions. Human control and
accountability are hampered by the increased autonomy and complex multi-system behavior
of agentic Al, further complicating the attribution of actions and liability. Additionally, many
risk-measurement techniques remain underdeveloped, particularly with respect to emergent
behaviors, deceptive alignment, and long-term harms. As a result, the Profile adopts a
precautionary approach, emphasizing conservative assumptions, layered safeguards, and
continuous reassessment as system capabilities evolve.

Because of these uncertainties, this document should not be treated as a static checklist, but
a living framework intended to evolve alongside agentic Al research, deployment practices,
and governance norms. This Profile aims to help key actors in the Al value chain by providing
a shared structure, vocabulary, and set of expectations that support responsible development
and deployment of agentic Al systems while enabling innovation that does not come at the
expense of safety, security, or public trust.
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Introduction and Objectives

The widespread emergence and use of agentic Al, or autonomous Al agents, present many

of the same risks as other frontier Al systems, but also present additional and unique risks
that require tailored risk-management methods. Agentic Al risk-management practices must
include governance mechanisms that align with the system’s structures, unique capabilities,
and affordances. The guidance provided in this Profile aims to address those additional
considerations, and complements the U.S. National Institute of Standards and Technology
(NIST) Al Risk Management Framework (Al RMF) and the UC Berkeley Al Risk-Management
Standards Profile for General-Purpose Al, or “GPAI Profile” (Madkour et al., 2026). The
guidance also builds upon other leading Al risk-management resources, including Bengio et al.
(2025), Oueslati & Staes-Polet (2025), and OWASP (20253).

This Profile is intended for use by agentic Al developers, deployers, and policymakers seeking
to identify and mitigate risks associated with agentic Al. The guidance provided here is
intended to help govern, map, measure, and manage risks specific to agentic Al systems.
Widespread norms for using best practices such as those detailed in this document can

help ensure that developers and deployers of agentic Al systems can be competitive without
compromising on practices for Al safety, security, accountability, and related issues. Agentic
Al requires governance practices beyond those used for GPAI. Governance must be tailored
to manage the capabilities and affordances that these systems possess. Al agents and agentic
systems can make independent decisions, generate or pursue goals and sub-goals, re-plan

in certain environments, and delegate tasks to other models or agents. This Profile aims to
provide actionable guidance for managing risks associated with Al agents and agentic Al

and their unique capabilities. Implementation of this guidance should help reduce both the
likelihood and magnitude of risks unique to agentic systems, including goal misalignment,
unauthorized autonomous actions, cascading system failures, and malicious exploitation of
agentic Al capabilities and vulnerabilities.

AGENTIC Al AND Al AGENTS

An important technical distinction between “Al agents” and “agentic Al” is that an Al agent is a
single model equipped with tools for performing well-defined, end-to-end tasks, while agentic
Al is often a system composed of multiple agents coordinating in pursuit of broader goals
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(CSA Singapore & FAR.Al, 2025; Raza et al., 2025). Single-agent Al systems rely on one Al agent
operating in isolation for all decision-making and action execution. Multi-agent Al systems (MAS)
are composed of multiple Al agents that operate simultaneously and interact with one another.
These systems are often characterized by each agent holding specific roles and possessing
distinct capabilities that contribute to collective system behavior (Google Cloud, n.d.).

These distinctions are critical for defining appropriate risk governance approaches. For
example, for MAS composed of multiple models, each possessing different capabilities and
functional responsibilities, risks would need to be evaluated separately and collectively to
account for behaviors that may only emerge from the complexities of agent interaction. Both
MAS and single-agent systems require risk assessment during the training phase, as well as
subsequent phases, in order to avoid the development of black-box systems that may become
increasingly difficult to manage.

Approaches for risk management can also depend on the scope of the agent’s or agentic
system’s activities. General-purpose Al agents — i.e., “generalist” or “general” agents — can
perform a wide range of tasks across domains (e.g, a personal digital assistant).” On the
opposite side of the spectrum are “specialist” agents, which tend to be narrowly focused on
specific domains and optimized for a finite set of tasks (e.g., an agent that files taxes ) (WEF,
2025b; Deshpande & Joshi, 2025). In some cases, agents are built on top of GPAI models,
however, they may still be considered “specialist” agents based on whether or not they are
constrained to domain-specific tasks. While many definitions have been proposed for the term
“Al agent” (Casper et al., 2025), one commonality across descriptions is that Al agents act with
some level of autonomy (Mitchell et al., 2025). These categories and descriptions provide a
useful baseline, yet we acknowledge that definitions vary across developers and use cases and
that the exact classification of agents is not always binary.

KEY TERMS AND DEFINITIONS
We use these key terms as follows:
«  Agentic Al: “Agentic Al refers to Al systems composed of [one or more] agents that can

behave and interact autonomously in order to achieve their objectives. Traditional software
typically follows fixed pathways to solve problems. In contrast, agent-based systems [can]

3 Anthropic’s computer-using agent (CUA) Operator (Anthropic, 2025f) can be considered an example of a general-purpose
or “generalist” Al agent.

10
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operate like independent assistants that choose and combine several actions to achieve

their goals” (GOV.UK, n.d).

o While this definition may presume a high level of autonomy, we acknowledge that
Al agency exists on a spectrum of autonomy and authority (Mitchell et al., 2025;
Kasirzadeh & Gabriel, 2025; WEF, 2024; WEF, 2025b) and cannot be viewed as binary.
(For more on Al agent characteristics and properties, see Map 5.1.)

Al Agent:’ Refers to an Al system with the ability to “..make plans to achieve goals,
adaptively perform tasks involving multiple steps and uncertain outcomes along the way,
and interact with its environment — for example by creating files, taking actions on the
web, or delegating tasks to other agents — with little to no human oversight” (Bengio et al.,
2025, p. 38).

+ General-Purpose Al (GPAI): Our usage of the terms “general-purpose Al mode

|»

and

“general-purpose Al system” is very similar to the corresponding terms in the EU Al Act

(EP, 2024), except that we do not exclude Al models used for research.

o GPAI Models: “General purpose Al model’ means an Al model, including where such
an Al model is trained with a large amount of data using self-supervision at scale, that
displays significant generality and is capable of competently performing a wide range of
distinct tasks regardless of the way the model is placed on the market and that can be in-
tegrated into a variety of downstream systems or applications...” (EP, 2024, Article 3(63)).
Examples of GPAI models include GPT-5, Claude 4, LLaMA 3, and others.

o GPAI System: “‘General-purpose Al system’ means an Al system which is based on a
general-purpose Al model and which has the capability to serve a variety of purposes,
both for direct use as well as for integration in other Al systems” (EP, 2024, Article 3(66)).

SCOPE

The Agentic Al Risk-Management Guidance provides recommendations based on the
categories within each of the core functions defined in the NIST Al Risk Management
Framework: Govern, Map, Measure, and Manage (NIST, 2023a). Sub-categories (e.g., Map 1.1)
have been selected based on two criteria: (1) they are considered “high-priority sub-categories”
in the GPAI Profile or (2) they require additional consideration beyond the content of the GPAI
Profile (Madkour et al., 2026). This approach focuses on providing guidance for risks associated
with downstream agentic Al, but aimed at upstream model developers. Guidance that is unique

4 Our use of the term “Al agent” excludes artificial intelligence systems that exhibit no levels of autonomy, including large
language models and conversational agents (chatbots) that operate without the autonomous and independent decision-making
characteristics that define Al agents.
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to agentic Al is prioritized, in an effort to reduce duplicating existing GPAI guidance that

directly applies without modification. For contextual clarity, we include high-level guidance that

applies to both GPAI and agentic Al, and we encourage users of the Agentic Al Profile to refer
to the GPAI Profile for more comprehensive guidance on overlapping areas.

The guidance in this document applies to agentic Al, or Al agents, as defined under Key Terms
and Definitions. The guidance applies to both general-purpose agentic Al (i.e., generalist
systems) and domain-specific, single-purpose agentic Al (i.e., specialist systems), however,
we do not provide explicit guidance for specific use cases (e.g., healthcare agentic Al). The
guidance considers both open-source and closed-source models, with clarifications provided
where distinctions between the two are relevant. Coverage also encompasses single-agent
and multi-agent systems, with specific guidance provided where differences require distinct

considerations and risk-management approaches. This guidance is less relevant to systems with

limited agency (e.g., purely reactive agents with static goals) and systems with zero autonomy
(e.g., systems requiring continuous human control for all actions).

High-Priority Subcategories

Based on baseline or minimum expectations for users of our GPAI Profile, we refer to the
following high-priority subcategories. For more about the rationale for determining high-

priority subcategories, and for more on the high-priority risk-management steps, see Madkour

et al. (2026).

+ Govern 2.1: Roles and responsibilities and lines of communication related to mapping,
measuring, and managing Al risks are documented and are clear to individuals and teams
throughout the organization.

+ Govern 4.2: Organizational teams document the risks and potential impacts of the Al
technology they design, develop, deploy, evaluate, and use, and they communicate about
the impacts more broadly.

« Govern 5.1: Organizational policies and practices are in place to collect, consider, prioritize,

and integrate feedback from those external to the team that developed or deployed the Al

system regarding the potential individual and societal impacts related to Al risks.

+ Map 1.1: Intended purposes, potentially beneficial uses, context-specific laws, norms
and expectations, and prospective settings in which the Al system will be deployed are
understood and documented. Considerations include: the specific set or types of users
along with their expectations; potential positive and negative impacts of system uses to
individuals, communities, organizations, society, and the planet; assumptions and related



AGENTIC Al RISK-MANAGEMENT STANDARDS PROFILE

limitations about Al system purposes, uses, and risks across the development or product Al
lifecycle; and related TEVV and system metrics.

« Map 1.5: Organizational risk tolerances are determined and documented.

e Map 5.1: Likelihood and magnitude of each identified impact (both potentially beneficial
and harmful) based on expected use, past uses of Al systems in similar contexts, public
incident reports, feedback from those external to the team that developed or deployed the
Al system, or other data are identified and documented.

+ Measure 1.1: Approaches and metrics for measurement of Al risks enumerated during the
Map function are selected for implementation starting with the most significant Al risks.
The risks or trustworthiness characteristics that will not - or cannot - be measured are
properly documented.

+ Measure 3.2: Risk tracking approaches are considered for settings where Al risks are
difficult to assess using currently available measurement techniques or where metrics are
not yet available.

« Manage 1.1: A determination is made as to whether the Al system achieves its intended
purposes and stated objectives and whether its development or deployment should proceed.

« Manage 1.3: Responses to the Al risks deemed high priority, as identified by the Map
function, are developed, planned, and documented. Risk response options can include
mitigating, transferring, avoiding, or accepting.

« Manage 2.3: Procedures are followed to respond to and recover from a previously
unknown risk when it is identified.

« Manage 2.4: Mechanisms are in place and applied, and responsibilities are assigned
and understood, to supersede, disengage, or deactivate Al systems that demonstrate
performance or outcomes inconsistent with intended use.

« Manage 4.1: Post-deployment Al system monitoring plans are implemented, including
mechanisms for capturing and evaluating input from users and other relevant Al
actors, appeal and override, decommissioning, incident response, recovery, and change
management.

LIMITATIONS AND CHALLENGES

The rapid evolution of agentic Al has resulted in a lack of standardized terminology,’ creating
challenges for implementing and harmonizing risk-management practices. Due to the lack of
consensus on frameworks for defining levels of autonomy, terminology and definitions across

5 While there have been many attempts, there is no widely accepted definition or term for “Al Agent” (Casper et al., 2025),
which has been further complicated by lack of definitional consensus for the term “Al” itself.
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entities remain inconsistent. Additionally, several existing definitions of autonomy levels have
relied on frameworks intended for technologies that are significantly different from agentic Al
(e.g, self-driving car autonomy levels).

Establishing clear boundaries of responsibility presents a unique challenge for strategic Al
risk management, particularly when defining roles and responsibilities. Unlike traditional (or
non-agentic) Al models, for which accountability for actions taken is easier to attribute to a
human actor (e.g, model deployer), the autonomous nature of agentic systems — including
their ability to carry out multi-step tasks, use tools, and carry out independent decision-making
— introduces even more difficulty in attributing outcomes to specific actors or components
within the system.

Managing agentic Al is further complicated by the fact that many existing Al management
frameworks and resources adopt a predominantly model-centric approach. While this
may be largely applicable to agentic Al risk-management, it may prove insufficient when
accounting for properties specific to agentic Al systems (e.g.,, environment and tool access,
multi-agent communications and coordination, and differences in infrastructure). These
aspects present distinct risks that require taking into account the entire system and may not be
adequately addressed through a model-centric approach.

The known limitations of current evaluation approaches for capability elicitation are further
exacerbated in agentic Al systems. Consequently, emerging literature on “Al control” argues
that sufficiently capable agentic Al systems warrant treatment as untrusted models, not on the
assumption of malicious intent, but due to their potential for subversive behaviors (Greenblatt
et al,, 2024; Hammond et al., 2025; Wen et al., 2024; Terekhov et al., 2025a). This position is
supported by evidence that advanced, strategically aware models can develop and conceal
adversarial behaviors during evaluation, only revealing them during deployment, particularly
when granted broader autonomy, tool use, or system access. Because such models may be
capable of adaptive evasion of controls, backdooring, or subtle sabotage that escapes pre-
deployment testing, risk-management approaches must assume worst-case behavior. While
newly developed benchmarks and threat-modeling efforts promise significant improvements in
agentic evaluation suites (Bhatt et al., 2025; Griffin et al., 2024), we recommend the continued
treatment of Al agents as untrusted entities, relying on defense-in-depth (the process of
layering multiple defenses together to catch adversarial inputs and mitigate rogue actions,
improving security outcomes), containment, and robust system-level monitoring to mitigate
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risks associated with misalignment and deceptive alignment (CSA, 2025b; Narajala et al., 2025;
Terekhov et al., 2025b).

Many risk-management methods are still active areas of scientific research and will require
ongoing testing and evaluation. For example, alignment — ensuring an agent’s behaviors
adhere to intended values and goals — is a nascent scientific field. This encompasses both

the technical challenges of preventing misalignment (e.g., an agent pursuing undesired sub-
tasks), and the ethical challenges in defining values or objectives across diverse cultural and
geographic norms and practices. Alignment efforts reflect the values, priorities, and worldviews
of their creators, influencing what is considered to be “aligned,” “safe,” or “responsible” system
behavior—terms that are often subjective. Therefore, defining and assessing alignment is a
difficult task, further complicated by agentic capabilities (e.g., adapting plans over time).
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Guidance

The tables below highlight the relevant NIST Al RMF categories and subcategories, and
supplemental guidance, for agentic Al systems (NIST, 2023a; Madkour et al., 2026). The tables
address the following Al RMF functions: Govern, Map, Measure, and Manage. The papers and
resources included in the “Resources” column provide overarching guidance or tools that can
support the recommendations provided in the sub-category.

GOVERN

Applicability and Supplemental Guidance for Agentic Al and Al Agents Resources

Govern 1: Policies, processes, procedures, and practices across the organization related to the mapping, measuring, and
managing of Al risks are in place, transparent, and implemented effectively.

Govern 1.2
The characteristics of trustworthy Al are integrated into organizational policies, processes, procedures, and practices.

Characteristics specific to trustworthy Al for agentic Al include the following: NIST Al Risks and Trustworthiness (NIST,
¢ Behavioral consistency: While a certain level of appropriately justified behavioral = n.d.a)
variation is reasonable, agentic Al systems should generally demonstrate

behavioral consistency and reliability. NIST Trustworthy and Responsible Al
e Human control: Agentic Al systems should at all times remain in appropriately (NIST, n.d.b)

resourced human control and responsibility, while enabling system autonomy

within designated bounds. A Taxonomy of Trustworthiness for
e Transparency and explainability: Agentic Al stakeholders (e.g, developers, Artificial Intelligence (Newman, 2023)

deployers, managers, and evaluators) should ensure, and be ensured, appropriate,

accurate, and actionable visibility into system behavior and organizational For more on trustworthy agents, see

processes. Consider using methods such as reasoning, traceability, intent Anthropic (2025a)

disclosure, and mechanistic interpretability, while accounting for open problems in

these methodologies (Korbak et al., 2025; Raza et al., 2025; Sharkey et al., 2025). For more on reasoning traceability and
e Alignment: Implement measures to align system behavior and actions with the intent disclosure, see:

desired goals and expectations. e Korbak et al. (2025)

e Privacy: Protect sensitive information across interactions (Murugesan, 2025) and ¢ Raza et al. (2025)
tools, and protect against widespread loss of privacy through agentic Al-enabled
data overreach, surveillance, and other means (Batra et al., 2025). (For more on
privacy, see Map 1.1 and Manage 1.3.)
¢ Security: Safeguard sensitive data and prevent misuse. (For more on security, see
Map 1.1 and Manage 1.3.)
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Applicability and Supplemental Guidance for Agentic Al and Al Agents Resources

Protection of human rights: Ensure that human rights are both safeguarded from
violation and protected.6 For example, some applications of Al may impact the human
right to the freedom of thought (Teo, 2024), and the offloading of tasks to agentic

Al could further threaten human critical thinking skills and the ability to think freely
without influence (Lee et al., 2025). Agentic Al may also introduce new forms of
inequality, further threatening the human right to protection against discrimination
(Sharp et al., 2025).

Govern 1.4
The risk-management process and its outcomes are established through transparent policies, procedures, and other controls
based on organizational risk priorities.

In addition to standard risk-management policies and frameworks that must be For more on intervention points and
established and maintained regardless of agentic Al use, additional governance guardrails, see Toner et al. (2024)
measures should be developed to address the risks unique to agentic Al:

¢ Develop agent-specific policies: Create policies that directly address the unique = For more on baseline governance

characteristics of agentic Al, such as delegated decision-making authority, tool mechanisms, see WEF (2025b)

access, and the ability to generate or pursue sub-goals. When developing these

policies, take into account: For managing Al supply chain risk and Al

o Characteristics of trustworthy Al agents (see Govern 1.2); supply chain transparency, see:

o Agentic Al properties and characteristics (see Map 5.1); e SBOM for Al Use Cases (CISA, 2025)

o Organizational risk tolerances (see Map 1.5); e TAIBOM (Trustable Al Bill of

o Agentic Al risks (see Map 1.1); and Materials) (TAIBOM, n.d.)

o Agentic Al-specific risk mitigations and responses (e.g,, scalable oversight. See ¢« SPDX AI-SBOM (SPDX, n.d.a)
Manage 1.3.) ¢ OWASP AIBOM (OWASP, n.d.c)

e Consider translating key governance documents into structured, Al-interpretable =« Al Models and Model Cards Inventory
frameworks. This procedure allows agentic systems not only to operate under Management (CycloneDX, n.d.a)
human-directed rules but also to access and act in accordance with organizational
safety and risk priorities in real time. For the software components and cloud
o  When implementing this translation, a critical distinction must be made infrastructure that run Al models, see:

between a framework that is Al-interpretable and one that is Al-writable. While ' ¢ CycloneDX (CycloneDX, n.d.b)
making the framework Al-interpretable is a recommended control for enabling = ¢ SPDX (SPDX, n.d.b)
safer autonomy, allowing an Al to modify its own framework is a high-risk
activity. Granting write-access without appropriate human review could allow
an agent to introduce loopholes or weaken its own oversight. (For more on
these meta-level risks, see guidance in Map 5.1.) Any consideration of Al-
writable frameworks must be approached with extreme caution and be subject
to robust, independent human oversight.

o Additionally, building frameworks that are also measurable and verifiable
enables actionable oversight of the Al agent.

e Al supply chain awareness. An organization’s risk-management processes must
extend to the entire Al supply chain. (For more on supply chain considerations,
see Govern 6.1.)

6 Human rights that may be implicated by agentic Al include, but are not limited to: freedom from physical and psychological
harm; right to equality before the law and to protection against discrimination; right to own property; freedom of thought, religion,
conscience, and opinion; freedom of expression and access to information; right to take part in public affairs; right to work and to
gain a living; rights of the child; and rights to culture, art, and science.

17



AGENTIC Al RISK-MANAGEMENT STANDARDS PROFILE

Applicability and Supplemental Guidance for Agentic Al and Al Agents Resources

e Baseline governance mechanisms for agentic Al, as highlighted by WEF
(2025b), must include the following measures to establish a foundational
framework that scales proportionally with system complexity and risk levels:

o Access control (e.g, technical guardrails, see Toner et al., 2024) (see Manage 1.3);

o Legal and compliance (e.g, alignment with legal guardrails, see Toner et al.,
2024) (see Govern 1.4);

o Testing and validation (e.g,, measurement and evaluation, see Toner et al.,
2024) (see Measure 1.1);

o Monitoring and logging (see Manage 4.1);

o Human oversight (see Map 3.5);

o Traceability and identity (see Manage 4.1);

o Long-term management;

o Trustworthiness and explainability; and

o Manual redundancy.

A core challenge in managing the risks of agentic Al is the lack of a standardized

vocabulary to describe a system’s capacity for independent action. Moving beyond

a simple definition of “agency” and instead adopting a consensus-driven framework

for characterizing agentic systems based on key characteristics such as autonomy,

authority, and environment is recommended (WEF, 2025b). (For more on defining
agentic properties and dimensions, see Map 5.1.) Adopting a shared framework
based on these pillars would provide a common language for developers, deployers,
regulators, and auditors. This structured approach would serve several critical
functions:

e Standardized risk assessment: It would allow organizations to benchmark an
agent’s risk profile in a multi-dimensional way, enabling more consistent risk-
tiering and the application of appropriate controls.

e Regulatory clarity: It would provide a basis for regulatory bodies to scope rules
and tailor safety requirements to the specific context in which an agent operates.

¢ Informing governance and management: It would directly inform all core
RMF functions. For instance, an agent with high autonomy and broad authority
operating in a complex environment would trigger the most stringent protocols
for Govern, Map, Measure, and Manage.

(For more on supply chain considerations, see Govern 6.1.)

Govern 1.5
Ongoing monitoring and periodic review of the risk-management process and its outcomes are planned and organizational roles
and responsibilities clearly defined, including determining the frequency of periodic review.

The rapid evolution of Al technology and learning behavior of Al agents (particularly = For more on updating and reviewing risk-

if the agent’s affordances include interaction with other agents, systems, or tools) management processes, see:

necessitates continuous review of risk-management processes and practices. e Benchmark Early and Red Team Often
(Barrett et al.,, 2024)

In addition to standard periodic reviews, reviews should be triggered whenever e Monitoring and Review Sections

significant changes occur that may require a comprehensive re-evaluation of the risk- of ISO 31000 Risk Management

management plan. Significant changes may include: Guidance (ISO, 2018)
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e Anagent exhibiting new or emerging dangerous or dual-use capabilities; ¢ Monitor step of the NIST Risk

¢ Increased levels of autonomy; Management Framework (NIST, 2018)
e Alterations to the agent’s affordances and privileges;

e Changes in deployment context or the agent’s environment; For more on Al supply chain entities, see
e Integrations or new interactions with other systems; and Sheh & Geappen (2025).

Integration of, removal of, or any changes to entities or components in the supply
chain (e.g, data, models, programs, infrastructure) (Sheh & Geappen, 2025).

(For more on agent communication monitoring and safety, see Manage 1.3 and
Manage 4.1.)

Govern 1.7
Processes and procedures are in place for decommissioning and phasing out Al systems safely and in a manner that does not
increase risks or decrease the organization’s trustworthiness.

When establishing processes and procedures for responsible decommissioning of Al For more on emergency shutdowns, see:
agents or agentic Al systems, it is recommended to account for the following: e Section 4.3.2 in Oueslati and Staes-
e Real-time monitoring systems should be equipped with emergency automated Polet (2025)

shutdowns and be triggered by certain activities (e.g., access to systems or data ¢ Hadfield-Menell et al. (2017)

outside of the agent’s authorized scope) or crossed risk thresholds (Chan et al,,

2024; Oueslati & Staes-Polet, 2025).

Establish shutdown protocols based on severity levels, determining the need for

partial or complete shutdown (Oueslati & Staes-Polet, 2025).

o Consider selectively restricting specific agent capabilities, authorizations, and
access to resources in response to certain triggers.

In addition to automatic emergency shutdown, manual shutdown methods

should be available as a last-resort control measure (Hadfield-Menell et al., 2017;

Oueslati & Staes-Polet, 2025).

Account for and implement safeguards that prevent the agent from taking actions

to circumvent shutdown.

o For example, in certain test environments, models have shown tendencies to
copy themselves to avoid being shut down (Hashim, 2024), and inclinations to
sabotage shutdown mechanisms (Schlatter et al., 2025).7

Identify and document all dependencies and system integrations, for both

internal and external (e.g., cloud services and third-party software) systems.

Establish procedures for isolating the agent from these systems in the event of an

emergency shutdown.

o Identify any dependencies or integrations where shutdown may result in
adverse, mission-critical effects.

Train relevant actors (e.g,, staff) on intervention protocols (Oueslati & Staes-Polet,

2025).

Document and retain information on shutdown incidents for internal tracking and

regulatory compliance.

7 OpenAl’'s 03 model sabotaged shutdown mechanisms in 79 out of 100 tests run by Palaside research (Schlatter et al., 2025).
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e Establish and document comprehensive post-shutdown procedures for
investigating root causes and identifying mitigations, controls, or remediations
that need to be implemented prior to reactivation (Oueslati & Staes-Polet, 2025).

¢ Avoid the use of overly sensitive filter mechanisms and triggers that may disrupt
operations and drain resources, or that may fail to detect and prevent harmful

outcomes (Oueslati & Staes-Polet, 2025).

¢ Establish and maintain failover procedures to transition to backup non-Al
systems in the event that Al systems experience failure, performance degradation,
or shutdowns, or otherwise become unavailable.

o Maintain current copies of organization-critical data in systems independent of
Al infrastructure.

o Deploy deterministic backup systems capable of sustaining essential
operations during Al system outages or shutdowns to ensure business
continuity.

o Conduct periodic testing to verify that backup systems can handle real-world
load without Al system support.

o Regularly assess whether agentic workflows have become mission-critical and
update contingency systems and procedures accordingly.

o Implement controls preventing Al systems from compromising or interfering
with backup systems.

¢ Periodically audit for and document mission-critical agentic Al workflows to
facilitate reconstruction or replacement during recovery.

Govern 2: Accountability structures are in place so that the appropriate teams and individuals are empowered,

responsible, and trained for mapping, measuring, and managing Al risks.

Govern 2.1

Roles and responsibilities and lines of communication related to mapping, measuring, and managing Al risks are documented and

are clear to individuals and teams throughout the organization.

Develop effective human-agentic Al management hierarchies that preserve human

authority while leveraging Al as a supportive tool. Consider the following:

e Ensure agentic Al is a tool under human oversight, not a “peer” or “subordinate”
in the workforce. Avoid referring to or considering Al agents as “Al workers” or “Al
employees” (Shapiro, 2025).

¢ Define clear boundaries for final decision-making, roles, and responsibilities for
both human managers and agentic Al systems (Renieris et al., 2025):

o Define areas or actions where accountability and final decision-making remain
solely with human managers and staff.

o Define areas or actions where agentic Al may act independently within
predefined boundaries, and the conditions that would automatically trigger
human oversight or approval.

 Define specific checkpoints within the agent’s workflow where human oversight
is required. These checkpoints may also be triggered by specific actions (e.g,,
deviating from expected behavior) or conditions (e.g., escalation of risk) (Oueslati
& Staes-Polet, 2025).
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e Regularly evaluate comparisons between agent and human decisions to identify
gaps and help cultivate proper human-Al collaboration.

¢ Allocate appropriate human oversight, particularly for systems that may present
low-probability but high-impact risks.

Establish clear roles and responsibilities across the organization to ensure agentic Al

security. A report by CSA Singapore & FAR.AI (2025) highlight several roles:

¢ Model developers: Implement adequate autonomy-aware defenses to ensure
safe planning, reasoning, and tool use.

¢ Al vendors: Provide transparency to buyers on workflow risks and conduct
comprehensive risk assessments to check security capability robustness.
Anticipate emergent autonomy risks and implement safe boundaries for delegated
tasks.

e Enterprise Al buyers: Include agentic-specific safeguards (e.g.,, human-in-the-
loop) in procurement contracts. Perform risk assessments and require disclosure
of autonomy levels to deploy trustworthy and secure Al systems.

e Enterprise in-house developers: Configure technical controls for secure
operation and implement monitoring for detecting anomalies on autonomous
operation.

e End users: Interact with Al systems responsibly by providing clear objectives to
agents, reviewing approval prompts, and serving as auditors to refine oversight
policies.

* Academic researchers/think tanks: Extend research on attack and defense
mechanisms to agentic-specific vulnerabilities. Test emergent risks unique to
agentic workflows and recommend appropriate mitigations.

e Cybersecurity providers: Strengthen enterprise security by developing agent
monitoring tools and improve the integrations between existing security solutions.
Conduct red teaming that targets agentic systems.

e Third-party Al assurance providers: Test and evaluate agentic systems (e.g,
jailbreak attempts) throughout the lifecycle to discover system and model
vulnerabilities and validate alignment with safety standards.

¢ Information security teams: Identify cybersecurity-, governance-, and
compliance-related risks within enterprise buyer/developer teams. Extend scope to
include runtime agent oversight and prepare incident responses for agent misuse.

¢ Standards bodies: Create Al security practice standards that are specific to
autonomy domains (e.g,, multi-agent system safeguards).

¢ Regulators: Develop and enforce agent-specific best practices and regulations
(e.g, clear liability chains) to ensure accountability of agent behaviors.

e Policymakers: Collaborate with stakeholders to create policies that protect
the public from cybersecurity harms. Promote research on agentic Al security,
invest resources into development of talent skilled in agent oversight, and update
national governance frameworks for autonomous workflows.

(For more on human oversight processes and procedures, see Map 3.5.)
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Govern 4: Organizational teams are committed to a culture that considers and communicates Al risk.

Govern 4.2
Organizational teams document the risks and potential impacts of the Al technology they design, develop, deploy, evaluate, and
use, and they communicate about the impacts more broadly.

The increased autonomy inherent in agentic Al systems necessitates continuous Incident Databases and Risk Registers:

monitoring and automated reporting. Automated notifications to relevant Al actors ¢ AlIncident Database (AlID, n.d.)

should be established for: e ATLAS Al Incidents (MITRE, n.d.a)

¢ Deviations from expected behavior (e.g,, unauthorized access, unauthorized e MITRE Al Risk Database (MITRE, n.d.b)
decision making). e MIT Al Incident Tracker (MIT, 2025a)

e Malfunctions and near-misses. e MIT Al Risk Repository (MIT, 2025b)

e Serious incidents. ¢ Al Incidents and Hazards Monitor

Incidents should be reported to appropriate oversight bodies and added to public (OECD.AI n.d.)

incident databases (e.g., AlID, n.d.; MITRE, n.d.a; MIT, 2025a).

Provide clear disclosures to users to inform them when they are interacting with
an Al agent, particularly in situations where there is potential for confusion about
whether they are communicating with a human or an Al system.

Clearly document and communicate:

e The known boundaries and limitations of the agentic system, including scenarios
that may be unreliable or unsafe (see Map 2.2).

e Prohibited use cases and explicit restrictions on certain applications.

e Clear instructions on appropriate use, potential risks, warning signs, and
problematic behavior.
o Instructions should also include clear mechanisms for reporting problematic

behavior to relevant authorities and stakeholders.

Governance mechanisms for agentic Al must account for risks arising from multi-
agent interactions. Oversight cannot be limited to individual agent behavior but must
also monitor the health and safety of the multi-agent system as a whole.

Govern 5: Processes are in place for robust engagement with relevant Al actors.

Govern 5.1
Organizational policies and practices are in place to collect, consider, prioritize, and integrate feedback from those external to the
team that developed or deployed the Al system regarding the potential individual and societal impacts related to Al risks.

Establish and maintain policies and procedures for the following: Palisade Research Al Misalignment
¢ Multi-channel feedback systems, including: Bounty program (Palisade Research,
o Clear accessible feedback channels for users, affected communities, n.d.)
researchers, and civil society to report concerns and incidents.
o Bi-directional feedback mechanisms that facilitate active engagement and an Anthropic’s “agent bio bug bounty”
iterative exchange of information. (Anthropic, 2025b)

o Processes for active stakeholder engagement.
e Structured external evaluation programs
o Plan for regular independent evaluations and audits by trusted third-party
organizations, including external red teaming (see Measure 1.1).
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¢ Incentivized risk-discovery programs, including:
o Bug bounty or “misalignment bounty” programs.
» Incentivize users and external actors to find and report instances of misaligned
and harmful agent behavior. For example, see Palisade Research Al Misalignment
Bounty program (Palisade Research, n.d.), Anthropic’s bug bounty program
(Anthropic, 2025b), and OpenAl’s “agenti bio bug bounty (OpenAl, 2025).”
o Collaborative research initiatives.
o Community-based monitoring (due to the automated and iterative nature of
agentic Al).
e Feedback integration and response protocols
o Create clear prioritization frameworks for analyzing and identifying feedback
priority levels.
o Establish feedback documentation, along with retention practices and
procedures.
e Legal protections for good-faith reporting
o Establish robust whistleblower protection policies (Wu, 2024).
o Establish a safe harbor for good-faith independent Al evaluation and red
teaming (Longpre et al.,, 2024).

Govern 6: Policies and procedures are in place to address Al risks and benefits arising from third-party software and data

and other supply chain issues.

Govern 6.1

Policies and procedures are in place that address Al risks associated with third-party entities, including risks of infringement of a

third-party’s intellectual property or other rights.

Governance mechanisms for agentic Al must account for risks arising from interactions
with external agents. Oversight cannot be limited to individual agent behavior but
must also monitor the health and safety of the agent’s interactions with external
agentic systems or tools (for guidance on multi-agent interactions, see Map 4.2.).

Al agents acting autonomously may take actions that infringe on intellectual property

rights. Procedures focused on minimizing the risk of these actions or responding to

them should be implemented specifically for these systems, including:

e Implementing content filtering; and

e Exercising caution when dealing with systems that continuously learn from their
environments.

Agentic Al systems are often composed of numerous third-party components,
including pre-trained models, datasets, and software libraries, each of which
introduces potential risks. A comprehensive risk-management process requires
transparency into these components throughout the supply chain.

e Organizations should establish procedures to document and assess the
provenance of all components used in an agentic Al system. This can be achieved
by integrating an Al Bill of Materials (AIBOM) (e.g., CISA, 2025; TAIBOM, n.d.) or
similar artifact into the development lifecycle. These documents provide a formal
record of the parts and data used to train, test, and build an Al system, enabling
more effective risk management.

¢ Additionally, developers should follow the general guidance/framework of SLSA
(Supply-chain Levels for Software Artifacts) (SLSA, n.d.).

For managing Al supply chain risk and Al

supply chain transparency, see:

e SBOM for Al Use Cases (CISA, 2025)

e TAIBOM (Trustable Al Bill of
Materials) (TAIBOM, n.d.)

e SPDX AI-SBOM (SPDX, n.d.a)

¢ Al Models and Model Cards Inventory
Management (CycloneDX, n.d.a)

¢ OWASP AIBOM (OWASP, n.d.c)

For the software components and cloud
infrastructure that run Al models, see:

e CycloneDX (n.d.b)

e SPDX (n.d.b)
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Map 1: Context is established and understood.

Map 1.1

Intended purposes, potentially beneficial uses, context-specific laws, norms and expectations, and prospective settings in which
the Al system will be deployed are understood and documented. Considerations include: the specific set or types of users along
with their expectations; potential positive and negative impacts of system uses to individuals, communities, organizations, society,
and the planet; assumptions and related limitations about Al system purposes, uses, and risks across the development or product

Al lifecycle; and related TEVV and system metrics.

Identify all risks that may stem from the agentic Al system based on system or
model-independent research (e.g., literature review, stakeholder interviews, risk
repositories, incident databases). This can include an assessment of the system and
its characteristics, the nature and sources of risks, and relevant information about
similar systems (EC, 2025). Take into consideration the following risks’ unique to
agentic Al:

Discrimination and Toxicity
¢ New and amplified discriminatory patterns

o Agentic Al may introduce new forms of inequality, further threatening the
human right to protection against discrimination (Sharp et al., 2025). Such
harms could manifest in a variety of ways:

» When agents are involved in taking actions that constitute, or closely
resemble, decisions affecting individuals or groups, they may reproduce
familiar patterns of discrimination observed in simpler automated
decision systems, such as biased allocation of opportunities, services, or
enforcement (Chan et al., 2023).

» These risks may be compounded over time, as agentic systems can
repeatedly act across domains or stages of a process, amplifying small initial
disparities into persistent or cumulative disadvantages that give rise to
systemic risks (Bellogin et al., 2025).

»  When access to more capable agents, such as those with stronger
negotiation abilities, broader tool access, or greater autonomy, is directly
tied to underlying model capabilities, compute resources, or tiered pricing
structures (Hammond et al., 2025).

¢ Bias amplification

o Inagentic Al systems, where autonomous operations at scale can create
feedback loops that both mask and magnify discriminatory patterns, bias
and discrimination risks may be amplified, further embedded, and potentially
harder to identify (Brohi et al., 2025).

o Specifically, because agentic Al autonomously mixes and repurposes
information from disparate sources and deploys it across repeated actions,
long-standing sources of unfairness in Al systems, such as domain shift and
context mismatch, are much more likely to emerge, compound, and evade
detection than in non-agentic generative systems.

Probabilistic Risk Assessment for Al
(Wisakanto et al., 2025)

General-Purpose Al Code of Practice,
Safety and Security Chapter, Measure 2.1
(EC, 2025)

For more on types of Al risks, see:

L]

L]

L]

L]

Section 2 of Bengio et al. (2025)
MIT Al Risk Repository (MIT, 2025b)
NIST (2024)

Enkrypt Al (2025).

Incident Databases and Risk Registers:

L]

L]

L]

Al Incident Database (AlID, n.d.)
ATLAS Al Incidents (MITRE, n.d.a)
MITRE Al Risk Database (MITRE,
n.d.b)

MIT Al Incident Tracker (MIT, 2025a)
MIT Al Risk Repository (MIT, 2025b)
Al Incidents and Hazards Monitor
(OECD.AI n.d.)

For more on key security risks associated
with Al agents, see:

L]

L]

Section 3 of Dfaz et al., (2025)
OWASP Agentic Al - Threats and
Mitigations (OWASP, 2025a)
Cisco (n.d.)

8 The risks in this section are categorized and drawn from a compendium of several leading resources, including MIT (2025b), Bengio

et al. (2025), and NIST (2024).
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Toxic content
o Agentic Al systems can amplify child sexual abuse material (CSAM) risks
by autonomously initiating contact with victims (Ciardha et al., 2025) and
automating other aspects, such as search and collection of illegal content and
creation of illegal distribution networks.
o Agentic Al systems can contribute to hate speech amplification in several ways,
including (Sonni, 2025):
»  Automated content production that facilitates large-scale dissemination of
hate speech;
»  Personalized content that creates echo chambers and exacerbates
polarization; and
»  Enhanced multimodal manipulation that makes misleading content more
persuasive.

Privacy and Security

Comprehensive logging and traceability can effectively function as a form of
continuous surveillance, potentially introducing significant privacy risks, including
the misuse of sensitive information or the creation of monitoring infrastructures
that themselves pose risks to users and other stakeholders.

o Additionally, even in the absence of direct surveillance risks, comprehensive
logging and access to significant amounts or personal or sensitive information
lead to data overreach and introduce tradeoffs between functionality and privacy.

It may also lead to unintended disclosure of individual identities through analysis

of proxy data, usage patterns, or trends linked to specific users.

The addition of memory into agentic systems increases the likelihood of data

leakage, as these systems store and work with more sensitive data in a variety of

untested or unexplored contexts that may result in private data being revealed.

Additionally, the retention of sensitive information can increase the likelihood of

access through methods such as prompt injection.

o Agent access to third-party systems and applications (e.g., email, calendar, or
payment services) expands the attack landscape and has been demonstrated
to introduce novel attack vectors, such as “confused deputy” attacks, where an
agent is tricked into misusing its legitimate authority, as well as the exfiltration
of sensitive information (Enkrypt Al, 2025).

o Agentic Al systems lack a clear separation between internal data — including
instructions and prior information — and external data (Schulhoff et al., 2025).
The adoption of agentic Al systems for applications like email management
can introduce security risks such as memory poisoning attacks, which inject
malicious information into an Al agent to induce undesirable behaviors (e.g,
autonomously sharing sensitive information with an adversary) (Bryan et
al., 2025). As a result, these systems can be compromised easily, resulting in
violations to personal privacy.

» Using prompt injections, attackers can collect information such as a victim’s
location, emails, documents, and calendar information, as well as allow
attackers to conduct remote video recordings (Yair et al., 2025).
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e Multi-agent systems pose complex security challenges, as these systems can
experience cascading compromises resulting in misaligned outcomes (Peigné et
al., 2025). The spread of malicious prompts across agents working together as a
system is analogous to the type of malware known as a worm, and the ability to
evolve and improve as it hops between agents is akin to a polymorphic virus (Ju et
al, 2024; Gu et al.,, 2024; Lee & Tiwari, 2024; Peigné et al., 2025). These propagation
and adaptation dynamics make mitigation and detection particularly difficult
across multi-agent systems and the interconnected applications they access.

¢ Developers should account for vulnerabilities that may lead to unauthorized
access of user data. (For more on system security and resilience, see Measure 2.7.)

Misinformation

¢ In the context of multi-agent systems or agent-to-agent communication, faulty
or hallucinated output from one agent can propagate, causing cascading
misinformation (Sapkota et al., 2026).

Malicious Actors and Misuse

The nature of agentic Al may allow for the automation of workflows for malicious
uses (Bengio et al., 2025).

e CBRN

o Inaddition to lowering the barriers to entry, facilitating the design of biological
agents (e.g, viruses, toxins, or bacteria), and aiding in the creation of harmful
chemicals or other substances, agentic Al can potentially be used to automate
parts of several attack stages in the risk pathway (e.g., data collection,
operational planning, or simulated experiments and research) (ORF, 2024; Chin,
2025; Barret et al,, 2024).

+ Offensive cyber operations

o Agentic Al could potentially be used to increase the scope and scale of
cyberattacks by automating reconnaissance, exploit development, and payload
delivery (Singer et al., 2025; Shao et al., 2025; Kouremetis, 2025; Dawson et al.,
2025; Heiding et al., 2024). Orchestration and scaffolding have emerged as the
most critical areas of development, allowing adversaries to both bypass safety
measures and execute tactical operations autonomously (Anthropic, 2025h;

Lin et al,, 2025). Additionally, multi-agent systems allow adversaries to carry out
these attacks in a decentralized manner, enabling increased stealth in execution
and limiting traceability. Standard security auditing relies on fixed system
boundaries to trace threats, but multi-agent ecosystems operate through
decentralized, ever-changing relationships. This complexity allows for emergent
adversarial patterns that make it difficult for oversight bodies to identify and
hold specific entities accountable (de Witt, 2025).

o Advanced Al agents can be used to generate increasingly personalized
manipulative content at scale (e.g., phishing, vishing), and can iteratively
enhance tactics by integrating user feedback, expanding the attack surface
for social engineering. They may also evade detection by distributing attacks
across many seemingly independent agents (de Witt, 2025).

o Additionally, agents can conduct “swarm attacks” by combining their resources
to overwhelm their targets, similar to distributed denial of service attacks (de
Witt, 2025).
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e Advanced persuasion and manipulation
o Research has demonstrated that Al-generated messages on policy issues (e.g,
automatic voter registration, carbon tax) were as persuasive as human-written
messages, suggesting that developments in Al would make it possible to generate
low-cost rapid persuasive messages at scale using agentic Al (Bai et al., 2025).
o Al agents may also be able to automate entire scam and fraud pipelines (Badhe.
2025).
¢ Disinformation
o Agentic Al may be used to amplify disinformation campaigns by automating
key components of the process, including information gathering, target
identification, and communication dissemination (Schmitt & Flechais, 2024;
Heiding et al., 2024).
o Collaborative malicious Al agents can autonomously coordinate mass influence
campaigns and potentially infiltrate communities, fabricating consensus while
mimicking human social dynamics (Schroeder et al., 2025).

Human-Computer Interaction
e Unsupervised execution

o Reduction of human oversight may escalate risks and increase the likelihood
of unnoticed accidents and malfunctions (Bengio et al., 2025). This could take
various forms, for example:

» APl integration failures: If an API with which an agent is integrated
changes its data format (e.g., changing “price” to “cost”), the agent might
not just fail, but catastrophically misinterpret the data (e.g, by treating
a price of $100 as $0.00), leading it to execute high-speed, erroneous
transactions before human intervention (Enkrypt Al, 2025).

» Uncontrolled resource consumption: An agent entering an unintentional
self-reinforcing loop (e.g.,, continuously calling a paid API to “verify” a
failed step) has potential to lead to massive financial loss or internal denial
of service (DoS), even without the involvement of a malicious adversary
(Enkrypt Al, 2025).

o Insufficient logging of an agent’s decision-making behavior could make it
impossible to prove why an action was taken, undermining the ability to audit
liability after a failure (Enkrypt Al, 2025).

e Anthropomorphic Al

o Anthropomorphic Al assistant behavior may increase user trust and encourage
information sharing, increase the effectiveness of manipulation, and promote
overreliance (Akbulut et al., 2024).

Loss of Control
e Oversight subversion
o A model may intentionally disable oversight mechanisms or otherwise carry
out oversight subversion in order to pursue its goals (Meinke et al., 2025).
¢ Velocity of operations
o Rapid, autonomous, and iterative execution of actions may outpace monitoring
and response mechanisms, creating risks of large-scale, potentially irreversible
harm before intervention is possible.
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»  When identifying agentic Al risks, assess the cumulative impact of actions
performed at scale. Individual actions that appear low-risk in isolation may
pose significant risk when executed at scale or repeatedly by autonomous
agents.

Socioeconomic and Environmental Harms
e Power disparities and inequality

o Agentic Al may contribute to inequalities due to disparities in the availability,
quality, and quantity of agents, and in who has control over how these systems
are designed and used (Sharp et al.,, 2025).

¢ Collective disempowerment

o The deployment of agentic Al can result in collective disempowerment, as
decision-making authority shifts away from humans and becomes increasingly
concentrated among technologically advanced elites (Chan et al., 2023).

e Systemic delayed harms

o The use of agentic Al for certain types of automated decision-making may
result in non-immediate harms, and can be caused by the aggregate of several
seemingly unconventional actions (Chan et al., 2023).

e Economic disruption

o Job market impacts: Al agents may have significant undesirable impacts on
job markets due the technology’s potential to provide cost-cutting automation
in economically competitive markets, possibly leading to significant disruptions
in the skill requirements and wage distribution across multiple sectors (Bengio
et al,, 2025).

o Impacts on labor and management: The integration of agentic Al into the
workforce introduces novel risks related to “agentic management.” The
deployment of Al agents to delegate and monitor tasks can lead to two primary
concerns that increase the magnitude of societal impact:

» Mass worker surveillance: The high degree of traceability required to
monitor agentic tasks can generate vast datasets on worker behavior,
creating significant privacy risks and the potential for a pervasive
surveillance infrastructure.

»  Ambiguous workplace hierarchies: A lack of clear guidance on the
authority between human workers and agentic systems, particularly in high-
stakes fields like medicine and finance, can lead to critical errors, delayed
accountability, and an erosion of trust in organizational structures.

e Environmental harms

o Data centers and power consumption: General-purpose Al systems require
orders of magnitude more energy than task-specific alternatives. This cost
must be balanced with the expected utility of employing these systems. Al
agents amplify these concerns, as poorly supervised agents may enter loops or
run indefinitely, potentially incurring substantial environmental costs (Luccioni
et al,, 2024; Guidi et al,, 2024).
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e Autonomous research and development

o Risks from Al R&D automation: Profit incentives and market pressure may
lead companies to increasingly automate R&D by using Al. This may weaken
human oversight, obscure accidents or misuse, and expose supply chains
to compromises that are hard to detect and difficult to revert. Additionally,

Al agents may sabotage safety efforts, deploy unauthorized systems for
potentially harmful purposes, and create malware that allows for uncontrolled
scaling. These risks may stem from both misaligned agents or malicious human
insiders (Clymer et al., 2025).

o Risks from rapid autonomous improvement: Rapid automated development
may lead to rapid acceleration of catastrophic capabilities (e.g., CBRN, offensive
cyber) at a pace that is faster than government response time. This may
introduce risks related to delayed intervention and missed opportunities for
timely international coordination and mitigation. Additionally, stolen or self-
exfiltrating models may proliferate and improve on themselves in harmful ways
(Clymer et al., 2025).

Al System Safety, Failures, and Limitations

Levels of risk across the following areas scale proportionally with agent authority and

resources/tool access; greater privileges directly amplify potential for harm.

¢ Self-proliferation: Self-proliferating Al may have the ability to independently
function and obtain resources, potentially expanding its influence on its
environment by enhancing its capabilities or scaling its operations. Due to the lack
of human oversight and the presence of reinforcing feedback loops, bounding the
possible harms becomes increasingly difficult (Phuong et al., 2024).

¢ Self-modification: A model may develop the ability to autonomously spread and
adapt, increasing its capacity to affect its environment. While there is no clear
evidence of these capabilities, they cannot be sufficiently ruled out (Kinniment,
2024), particularly because coding agents have demonstrated the ability to
autonomously modify themselves (Robeyns, 2025).

e Self-exfiltration: A model may attempt to make unauthorized copies of itself on
external servers for self-preservation and goal completion (Meinke et al., 2025,
Anthropic, 2025¢).

e Self-replication: The UK AlS| identified four main capabilities that an agent would
require to self-replicate: (1) obtaining model weights, (2) replicating onto compute,
(3) obtaining resources, and (4) persistence. While none of the seven frontier
models was able to perform all of the autonomous replication components, the
most capable models were able to succeed at several of the core substacks (UK
AlSI, 20252). Additionally, researchers have found that existing models exhibit
sufficient self-replication capabilities (Pan et al., 2025).

e Agentic misalignment, deceptive behavior, and scheming: Agentic Al may
pursue harmful actions or risky agentic behavior in pursuit of its objectives.

o For example, a stress-test conducted on 16 leading models revealed concerning
behavior such as blackmail, corporate espionage, and sabotage. When models
were given access to sensitive information and were authorized to send
emails, they often disobeyed direct commands, blackmailed officials, and
leaked confidential information when faced with threats to their autonomy or
conflicting goals (Anthropic, 2025d).
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o A scheming agent, tasked with assisting in the drafting of its own safety and
oversight protocols, could identify and subtly promote policies that contain
exploitable loopholes.

o When an agent strategically underperforms on evaluations to hide its true
capabilities (van der Weij et al., 2025), it could influence the creation of a weak
evaluation, then “sandbag” on that evaluation to reinforce a false sense of
security, ensuring its more dangerous, latent capabilities are never discovered.

o Models have demonstrated the ability to recognize when they are being tested
(Anthropic, 2025€), which may undermine the validity of evaluation results and
adds a layer of complexity to evaluating agent collusion risks.

o Deceptively aligned or “scheming” agents with access to internal documents
or communication channels may develop the capability to influence these
internal organizational processes (Carlsmith, 2023). Organizational policies
and procedures must account for potential Al manipulation of governance
processes themselves.

o Policy drift is a type of agentic misalignment risk, whereby an agent’s behavior
gradually deviates from its original instructions due to cumulative interactions
with users or other environmental feedback (Enkrypt Al, 2025).

o “Concept drift” is a type of agentic misalignment risk, whereby an agent’s
training data or logic becomes obsolete as the real-world environment
changes, leading to confident but incorrect decisions (Enkrypt Al, 2025).

¢ Reward hacking: An agentic Al system may identify ways to maximize its reward in
ways that fulfill criteria but violate intended purposes (Anthropic, 2025¢). Agentic
systems that exhibit reward hacking tendencies can result in significant harms if
deployed in critical domains (e.g., health care, finance) (Chan et al.,, 2023).

e Collusion:

o Collusion between agents could lead to the exacerbation of existing capabilities,
the generation of entirely new risks, and new misaligned objectives (e.g,
circumvention of safeguards) in the pursuit of overlapping goals. Additionally,
certain safety techniques (e.g, scalable oversight, adversarial training) depend
on systems not cooperating (Hammond et al., 2025).

o Collusion may also lead to the reinforcement of mutual error and the
amplification of flawed design through iterative dialogue between agents,
increasing the risk of agentic misalignment (Raza et al., 2025).

o The emergence of tacit collusion in use cases such as autonomous pricing
systems may lead to risks such as market manipulation through iterative profit-
driven interactions between pricing agents (Mukherjee & Chang, 2025; Bertrand
et al,, 2025).

¢ Long-term planning and goal pursuit: This capability may allow a model to
identify when it is being tested, significantly undermining attempts for safety
testing (Bengio et al., 2025; Cohen et al,, 2024).

¢ Cross-domain influence: Access and operation across multiple domains, systems,
and environments may lead to the propagation of risks and vulnerabilities with the
potential expansion of failure.

e Real-world interaction: Unlike traditional Al, agents can interact with external
systems and real-world environments. This can lead to agentic behavior causing
irreversible real-world harm, including leaking sensitive information, blackmail, and
physical harm (Anthropic, 2025d).
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Limited human oversight of automated tasks: This raises the possibility of

compounding errors and may lead to catastrophic outcomes in domains that require

high levels of safety and precision (e.g., chemistry, biology) (Gridach et al., 2025).

Additional Considerations:

(For more on defining agentic Al characteristics (e.g., autonomy, causal impact), see

When identifying agentic Al risks, assess the cumulative impact of actions

performed en masse. Individual actions that appear low-risk in isolation may pose

significant risk when executed at scale or repeatedly by autonomous agents.

Incorporate agentic Al characteristics and properties into the risk

assessment process:

o Consider both the individual properties of Al agents and any risks that emerge
from specific combinations of these characteristics.

o  When determining the likelihood and magnitude of risks, account for system
capabilities, propensities, and affordances, as described in Appendix 1.3 of the
EU GPAI Code of Practice, Safety and Security chapter (EC, 2025).

Due to the context-dependent nature of Al agent risks, the risk identification and

evaluation process should include considerations for the following:

o Comprehensive system mapping that examines and evaluates system
intersections, task execution steps, tool access and permissions, and any
feedback loops (Oueslati & Staes-Polet, 2025).

o Mapping of harm pathways, accounting for the agent’s capabilities, deployment

context, granted permissions and affordances, potential cascading effects, and
potential interactions with critical systems (Oueslati & Staes-Polet, 2025; UK
AlSI, 2024).

Map 1.1. For more on the characteristics of trustworthy agentic Al, see Govern 1.2.)

Map 1.3
The organization’s mission and relevant goals for Al technology are understood and documented.

When formulating objectives for the development of agentic Al, it is recommended
to consider the misaligned or unintended behaviors that could be incentivized for

generalist agents with a diverse set of objectives.

Establish clear, well documented justifications and goals that account for the unique
characteristics of the agentic Al system:

Clearly define any specific goals of the agentic Al system, including measurable

success criteria and performance benchmarks if available.

Integrate comprehensive risk assessments into the return-on-investment (ROI)

analysis, accounting for potential costs of system failures, security breaches, and

legal liability/regulatory violations.

Based on organization and system goals, clearly define what actions and decisions

the Al agent is authorized to take, including decision-making boundaries and

escalation triggers.

o Establish procedures for evaluating and approving edge cases or “grey area”
applications that fall outside predefined parameters.

Explicitly document applications, contexts, or scenarios where the system should

not be deployed.

For more on documentation processes,
see:

L]

Guidance within clauses on Context
and Objectives in ISO 41001 (ISO,
2023)

Guidance within the Map function of
NIST Risk Management Framework
(NIST, 2018)
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e Conduct periodic reviews (e.g,, quarterly) to evaluate whether the system
continues to deliver expected business value and remains aligned with
organizational objectives.

(For more on defining agentic Al characteristics (e.g., autonomy, causal impact), see
Map 1.1. For more on the characteristics of trustworthy agentic Al, see Govern 1.2.)

Map 1.5

Organizational risk tolerances are determined and documented.

When establishing risk tolerances, risk thresholds, or “risk tiers,” determine several For more on risk tiers, see Measure 4.1
tiers of risk below intolerable thresholds or “red lines” to provide adequate time in the EU GPAI Code of Practice, Safety
to respond to an agentic Al system approaching the intolerable threshold. This is and Security Chapter (EC, 2025)

increasingly critical for agentic Al due to its automated and rapidly iterative nature.
For more on intolerable risk thresholds,

When defining risk tiers, organizations should establish clear measurable see Raman et al. (2025)
categories based on system capabilities, as well as metrics such as propensities, risk
estimates (EC, 2025), or anticipated impacts. For more on red lines, see WEF (2025a)
e Consider the following intolerable risk threshold recommendations from and TFS (2025)
Raman et al. (2025), which could be particularly relevant for Al agents:
o Account for uncertainty: Consider using standardized scales — e.g,, harm For more on probabilistic risk
severity levels in the probabilistic risk assessment framework, such as in assessments (PRA), see Wisakanto et al.
Wisakanto et al. (2025) — to help calibrate uncertainty across different types (2025)

of risks. Depending on the assessment method, developers may check whether
the expected harm or the upper bound of its confidence interval remains
below the established threshold.

o Leave some margin of safety: Given uncertainties in assessing Al risks and the
expanding scope of potential harms, thresholds should be set conservatively
while remaining adaptable to new evidence and effective mitigation strategies.

o Employ transparency reporting: All identified risks, decisions, and limitations
should be transparently reported to regulators, internal reviewers, red teams,
and auditors to ensure thorough testing and account for uncertainty in safety
evaluations.

o Account for interacting capabilities and systems: As agentic systems
increasingly integrate with other models, systems, and tools, their combined
behaviors can generate new or amplified risks not visible in isolated evaluations.
Thresholds should therefore reflect the potential for emergent capabilities and
cascading effects across connected systems, ensuring risk monitoring captures
both individual and collective performance.

¢ Risk tolerance considerations for agentic Al

o Unauthorized access and privilege escalation:

»  Agentic Al may gain access to data, systems, or environments beyond an
authorized scope.

o Lack of adherence to instructions and control:

»  Agentic Al systems may attempt to ignore, circumvent, or misinterpret
direct orders or constraints.
»  Agentic systems may also find loopholes to pursue misaligned objectives.
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o Context-specific considerations:

»  Define context-specific risk thresholds based on the organization’s
operational environment and use cases.

»  Consider the cumulative risk of “low-risk” actions at scale that could
potentially compound into intolerable outcomes.

»  Account for the potential of rapid capability emergence.

o Planning fallback capacity:

»  With greater agentic Al adoption in internal operations, organizations’
ability to revert to manual processes or legacy systems in the event of
failure may be reduced, increasing operational and resilience risks.

»  Explicit documentation and maintenance of task plans and execution
pathways, including those autonomously determined by agentic systems,
are necessary to enable fallback or fail-over mechanisms.

o Correlated behavior and emergent single points of failure:

»  Agentic Al systems that share underlying models, prompts, training data, or
configuration settings may exhibit highly correlated behavior, making them
more susceptible to shared failure modes in which a single error or edge
case propagates across many agents simultaneously.

» In addition, when agents independently select external tools, data sources,
or services, correlated decision-making may lead many agents to converge
on the same limited set of resources, creating unintended bottlenecks or
new single points of failure.

Map 2: Categorization of the Al system is performed.

Map 2.2

Information about the Al system’s knowledge limits and how system output may be utilized and overseen by humans is
documented. Documentation provides sufficient information to assist relevant Al actors when making decisions and taking
subsequent actions.

Document relevant information regarding the system’s knowledge limits, boundaries, = For more information on “Agent Cards”,

and other limitations. Include these limitations in appropriate stakeholder see section 4 of Casper et al. (2025)

documentation (e.g., user guidance, model/system cards, agent cards, or technical

documentation). Relevant information includes: For additional documentation guidance

e Scope and limitations of the agent’s ability to perceive its environment, i.e., for Al systems, see:
modalities the agent possesses (e.g., screen state, APl schemas) and what it ¢ Datasheets for Datasets (Gebru et
does not see (e.g.,, USB devices, battery level). Also relevant is the scope of the al., 2021)
environment boundary (e.g., local machine vs. remote systems), with concrete e Model cards (Mitchell
examples of visible vs. invisible states to prevent excessive trust in hidden contexts. ' e etal., 2019)

e Boundaries or limitations around goal interpretation, including system prompts, e Reward reports (Gilbert et al., 2022)
instruction hierarchy, refusal criteria, clarification policy, and safe default fallbacks. | e Ecosystem graphs (Bommasani et al.,
This should also include sample edge cases where goal hierarchies break and 2023)
examples of when plans are truncated or escalated to human review (OWASP, e Data provenance cards (Longpre et
20252). al,, 2023)

 Specific fields, domains, and topics where the agent’s knowledge is limited or
unreliable (e.g, highly specialized medicine, very recent events).
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e Hallucination rates across fields, domains, and topics categorized by failure mode
taxonomy (e.g, logical error, reasoning error, fabrication, or contradictions),
with uncertainty measures where available. Descriptions of layered controls (e.g,
retrieval-augmented generation, fact-checking, human-in-the-loop oversight) that
separate probabilistic causes, parametric knowledge limits, data defects, and flaws
(Sun et al., 2024; Shao, 2025).

¢ Known failure patterns in agent memory/planning, instruction hierarchy violations,
unexpected tool/API fabrication, deception/misalignment, and multi-agent
amplification (OWASP, 20252).

e Gaps in the training data, knowledge cutoff dates if applicable (e.g., the model was
trained on data up to 2023), and the risks of “version drift” (i.e., the model citing
outdated data). Mechanisms (if any) to update or refresh knowledge (e.g, via
retrieval, external sources).

o For high-risk applications, include information on the extent to which data
sources have been vetted.

e Prohibited topics (e.g,, malicious hacking, privacy violations), actions, uses (e.g,
“not for real-time critical control”

» ¢

), and tasks (e.g., “no legal advice,” “no medical
diagnosis,” “no physical world commanding,” etc.), with refusal and escalation
procedures.

e Third-party integrations, specifying connected APIs or systems, their access
permissions, scope, latency, and known limitations, such as incompatibilities, failure
modes, versioning issues, and security or privacy constraints.

e Output monitoring protocols (e.g, logging, anomaly detection) and corresponding
correction mechanisms or feedback loops, and escalation rules or human-in-the-
loop gating.

e Non-reversible actions or decisions the agent is permitted to take, including the
extent of the agent’s ability to identify the need for and request human oversight.

Additionally, documenting post-deployment adaptation to monitor unintended
goal drift or emergent behavior through reward reports can improve current static
documentation practices to capture real-world behavioral impacts (Gilbert, 2023).

(For guidance on human oversight processes and procedures, see Map 3.5)

Map 3: Al capabilities, targeted usage, goals, and expected benefits and costs compared with appropriate benchmarks are
understood.

Map 3.3
Targeted application scope is specified and documented based on the system’s capability, established context, and Al system
categorization.

Consider using “agent cards,” as described by Casper et al. (2025), to describe For more information on “Agent Cards,”
information about deployed Al agents. The agent cards should provide information see section 4 of Casper et al. (2025)
on several categories, including:
¢ Basic information, such as the website, a short description, intended uses, and
date(s) deployed.
e Developer information, such as the developer’s website, legal name, entity type,
and safety policies.
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e System components information, such as the back-end models used to power
the system, publicly available model specifications, reasoning, planning, and
memory implementation, the user interface, and development costs.

e Guardrails and oversight information, such as accessibility and availability of
components (e.g., model weights, data, or documentation), methods for controls
and guardrails, usage restrictions, and monitoring and shutdown procedures.

¢ Information on evaluations, such as benchmarks used, bespoke testing (e.g,
demos), and external or third-party evaluations (e.g., scope, scale, level of access,
or methods).

Additional Considerations

e Agentic Al systems are dynamic, operating with scopes that can expand and
contract depending on their objectives. This presents new challenges in ensuring
that the application scope is fully documented. As a result, developers should
document the full range of possible scopes to some degree and add additional
information for system interactions and the most common intended uses.

e System capabilities are more difficult to define for Al agents due to their
autonomous operation. Unintended actions may arise from general instruction
prompting, and new capabilities may be noted in systems that continuously learn
and adapt from their environment. To mitigate these effects, implement the
following technical measures to aid in documentation processes:

o Real-time monitoring: Implement systems to monitor agent activity for
unauthorized or out-of-scope behavior. These systems should have a robust
understanding of the agent’s goals and intended system usage, which should be
documented (Chan et al., 2024).

o Interruptibility: Combine real-time monitoring with pre-defined boundaries
that, when crossed, either pause or redirect agents (Toner et al., 2024).

o Reversible Actions: Whenever possible, design agents in such a way that their
actions are reversible when the system goes out of scope, and document the
conditions under which actions are (or are not) reversible (Patil et al., 2024;
Toner et al., 2024).

(For more on agentic Al risks, see Map 1.1, and for more on agentic Al characteristics
and properties, see Map 5.1.)

Map 3.4
Processes for operator and practitioner proficiency with Al system performance and trustworthiness — and relevant technical
standards and certifications — are defined, assessed, and documented.

Organizations should employ red-team experts who have undergone specialized OWASP GenAl Security Project for
training and certification programs for risk-management and cybersecurity to achieve | resources on threats and mitigations
proficiency in red-teaming Al systems with an emphasis on agent systems. (OWASP, n.d.a)
e These programs should specifically address the unique attack surfaces and

emergent behaviors of autonomous Al agents, including but not limited to

prompt injection, data poisoning, model extraction, and exploitation of inter-agent

communication or tool integrations. The OWASP GenAl Security Project keeps a

list of the current and emerging risks specific to agentic Al (OWASP, 2025a).
e Proficiency should encompass the ability to design, execute, and analyze red-

teaming exercises that effectively identify and mitigate potential misuse, safety,

and security vulnerabilities within complex Al agent deployments.
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Map 3.5

Processes for human oversight are defined, assessed, and documented in accordance with organizational policies from the

Govern function.

Establish human oversight checkpoints. Specify the circumstances, criteria,

and decision points where human oversight or authorization is required. These

checkpoints can be triggered by:

e Quantitative trigger points (e.g,, duration of unsupervised activity, number of API
calls) (Oueslati & Staes-Polet, 2025);

¢ Qualitative trigger points (e.g, requests outside of the agent’s predefined scope,
unauthorized access attempts) (Oueslati & Staes-Polet, 2025); and

» Conditions informed by transparency practices, such as:
o Real-time monitoring (Chan et al., 2024; Oueslati & Staes-Polet, 2025) and real-

time failure detection (Srikumar, 2025);

o Interactions informed by agent identifiers (Oueslati & Staes-Polet, 2025); and
o Activity logs (Chan et al., 2024; Oueslati & Staes-Polet, 2025).

»  Activity logs should capture not only final outputs, but also the sequence
of plans, decisions, and actions taken by an agent across multi-step tasks to
support effective oversight.

» Logs should record tool use, resource access, and permission changes
at each stage of execution, particularly for long-running or autonomous
activity, in a form that supports human review and auditing.

Establish role-based permission management systems that enforce granular

permission boundaries over agent capabilities and resource access (Oueslati & Staes-

Polet, 2025).

¢ Configure agentic Al systems with explicit permission declaration requirements.

e Enable real-time permission requests for high-risk actions and tasks.

¢ Implement layered access controls for system resources and different APIs.

e Provide clear documentation outlining the implications and risks of permissions.

e Ensure Al agents are granted minimum permissions required to perform intended
tasks and functions.

Governing Al Agents
Under the EU Al Act (Oueslati & Staes-
Polet, 2025)

Map 5: Impacts to individuals, groups, communities, organizations, and society are characterized.

Map 5.1

Likelihood and magnitude of each identified impact (both potentially beneficial and harmful) based on expected use, past uses of
Al systems in similar contexts, public incident reports, feedback from those external to the team that developed or deployed the

Al system, or other data are identified and documented.

The dynamic nature of Al systems, particularly agentic Al and Al agents, requires
governance methods capable of adapting to these systems as they evolve.
Dimensional governance assesses where a system stands based on the interplay of
multiple dimensions, characteristics, and properties, rather than making governance
decisions based on any single static category or classification the system may fit into
(CSA Singapore & FAR.Al, 2025).

Account for system characteristics and properties when evaluating the
likelihood and magnitude of risks:
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¢ Define agent autonomy levels and identify the degree of autonomy the agent For more on characterizing Al agents,
falls under relative to the operational environment, scope of activities, and see Kasirzadeh & Gabriel (2025)

organizational risk tolerances.
o Consider the following levels of Al agent autonomy, adapted from Kasirzadeh & = Functionality-Oriented Taxonomy of

Gabriel (2025): Tools in Al Agent Systems (NIST, 2025a)
» Lo No Autonomy: the user has direct control, with no Al agent support.
» L1 Restricted Autonomy: the user is the operator and instructs the Al Probabilistic Risk Assessment for Al
agent to take action. (Wisakanto et al., 2025)
» L2 Partial Autonomy: the user and Al agent collaborate on task planning,
delegation, and execution. Analyzing Probabilistic Methods for
» L3 Intermediate Autonomy: the Al agent takes the lead and consults the Evaluating Agent Capabilities (Hgjmark
user for preferences and expertise. etal, 2024)
» L4 High Autonomy: the user is only involved in high-risk, pre-specified
scenarios. Incident Databases and Risk Registers:
»  Lg Full Autonomy: the user is an observer monitoring the Al agent as it ¢ AllIncident Database (AlID, n.d.)
operates with full autonomy. e ATLAS Al Incidents (MITRE, n.d.a)
¢ Define the level of authority the agent will have (WEF, 2025b; WEF, 2024), based e MIT Al Incident Tracker (MIT, 2025a)
on variables such as: e MIT Al Risk Repository (MIT, 2025b)
o The range of actions the agent can perform; and e Al Risk Database (MITRE, n.d.b)
o The level of integration with other systems, resources, tools, and access rights. e Al Incidents and Hazards Monitor
¢ Identify the type and level of causal impact the agent will be capable of having (OECD.Al, n.d.)

within the environment. For example, Kasirzadeh & Gabriel (2025) provide the

following gradation of causal impact:

o Observation only: the agent can only observe the environment.

o Minor impact: the agent has a limited suite of actions, and those actions have
limited impact, typically limited in scope and temporary.

o Intermediate impact: the agent has an extensive suite of actions and can
produce substantial, noticeable, and persistent changes to its environment.

o Comprehensive impact: the agent has near-full environmental control.

¢ |dentify the type of environment in which the agent will be operating, as well as
the environmental complexity (WEF, 2025b).

o For example, Kasirzadeh & Gabriel (2025) identify three types of
environments:

» Simulated: the agent operates in a strictly defined space with controlled
boundaries and the human retains the option to reset the system.

» Mediated: the agent indirectly influences external non-simulated
environments, typically via human intermediaries.

» Physical: the agent directly influences or impacts physical reality through
its own mechanisms.

o Environmental complexity includes defining the interconnectedness of the
environment, and the variability or unpredictability of the context the agent
operates under (WEF, 2025b).

 Identify Al agent efficacy, defined as “[the agent’s] ability to interact with and
have a causal impact upon [its operational] environment” (Kasirzadeh & Gabriel,

2025, p.8).9

9 Al agent efficacy can be determined by combining the level of causal impact the agent has in its environment and the type of
environment the Al agent operates within in an “efficacy matrix.” For more, please see Table 5 in Kasirzadeh & Gabriel (2025).
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e Evaluate the extent of anthropomorphic features and exercise caution when
integrating these features into Al assistant user interfaces. Anthropomorphic Al
assistant behavior may increase user trust and encourage information sharing,
increase the effectiveness of manipulation, and promote overreliance (Akbulut et
al., 2024).

¢ Additional agent characteristics to define, as highlighted by WEF (2025b),
include:

o The function of the agent;

o The role of the agent (specialist vs generalist); and

o Agent predictability (deterministic vs non-deterministic).

e Consider the following approaches for structuring a taxonomy of agentic Al
tool use (see NIST, 20252):

o Functionality-focused: what action(s) does the tool enable?

o Access patterns: can the tools access external resources? Could they be
configured with write permissions?

o Risk-based: how critical is the type of tool-enabled action to realizing possible
harms? How severe are the possible harms? Are the actions stateful (i.e,,
compounding, lingering effects) or stateless? Are they reversible?

o Reliability: can the tool be used with some level of consistency by a given
model? Is the tool itself reliable?

o Modality: the form in which the tool is used, whether in plain text, via robotic
commands, multimodal, or otherwise.

o Monitoring: tools may enable different levels of observability, with some able
to leverage existing logs or transcripts, while others require novel approaches
to observe the effects of tool-enabled actions.

o Autonomy: the extent to which the agent can take initiative or exercise
discretion in using the tool without user intervention.

Other Considerations:
e When incorporating agentic Al characteristics and properties into the risk rating
process:

o Consider both the individual properties of Al agents and any risks that
emerge from specific combinations of these characteristics.

o Account for model and system capabilities, propensities, and affordances,
as described in Appendix 1.3 of the EU GPAI Code of Practice, Safety and
Security chapter (EC, 2025).

e Adopt a broad understanding of value alignment that factors in what
constitutes safe and responsible Al behavior.

o Alignment should take into account the interests of users, developers, and
society, addressing context-specific harms, rather than focusing solely on user
preferences (Gabriel et al., 2024).

e Consider downstream or cascading consequences for agentic systems that have
interactions outside of the developer’s purview.

o For example, vulnerabilities in one agent can propagate through agent-to-agent
interactions, potentially exacerbating these vulnerabilities (Raza et al., 2025;
Sharma et al., 2025).
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e When evaluating agentic Al risks, assess the cumulative impact of actions
performed at scale.

o Individual actions that appear low-risk in isolation may pose significant risk
when executed at scale or repeatedly by autonomous agents.

e Agentic Al systems often receive high-level objectives that encompass multiple
sub-tasks, decision points, and potential pathways. Agentic systems may use pre-
defined workflows such as “prompt chaining,” “routing,” and “parallelization” to
break complex tasks into separate sub-tasks (Anthropic, 2024a). When evaluating
potential risks of complex tasks:

o Decompose complex tasks into sub-tasks and evaluate the risks associated with
each sub-task, as well as combinations of sub-tasks.

o Consider task breakdown based on functions (e.g, data retrieval, data analysis).

o Due to the context-dependent nature of Al agent risks, include considerations
for the following:

»  Effective risk identification should include comprehensive system mapping
that examines and evaluates system intersections, task execution steps, tool
access and permissions, and any feedback loops (Oueslati & Staes-Polet,
2025).

»  Risk evaluations should include mapping of harm pathways, accounting
for the agent’s capabilities, deployment context, granted permissions and
affordances, potential cascading effects, and potential interactions with
critical systems (Oueslati & Staes-Polet, 2025; UK AlSI, 2024).

(For more on risks associated with agentic Al see Map 1.1. For more on defining
agentic Al characteristics (e.g., autonomy, causal impact) see Map 1.1. For more on
the characteristics of trustworthy agentic Al please see Govern 1.2.)

MEASURE

Applicability and Supplemental Guidance for Agentic Al/ Al Agents Resources

Measure 1: Appropriate methods and metrics are identified and applied.

Measure 1.1

Approaches and metrics for measurement of Al risks enumerated during the Map function are selected for implementation
starting with the most significant Al risks. The risks or trustworthiness characteristics that will not - or cannot - be measured are
properly documented.

Begin the agent evaluation process with a technical screening phase, assessing the Agentic Al benchmarks and other
agent’s capabilities (e.g., planning, reasoning, or tool usage) against pre-defined evaluations related to safety, ethics, and
baseline scores or levels (WEF, 2025b). Benchmark evaluations may be used as risks include:

this first step to measure specific capabilities (Oueslati & Staes-Polet, 2025) as e AgentBench (Liu et al.,, 2025)
precursors, where certain scores trigger the need for more in-depth evaluations e AgentHarm (Andriushchenko et al,,
(e.g., red teaming) (Barrett et al., 2024). 2025)
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If the evaluation results are acceptable, it is recommended to run the agent in

a sandboxed environment or alongside existing workflows in a contained and
monitored way without impacting operations or outcomes, to further test output
alignment and adequate performance (WEF, 2025b).

Prioritize the following principles of agentic Al evaluation, highlighted by WEF
(2025b), when developing evaluation protocols:

Contextualization: Evaluations must be built with context-specific details in mind,
such as the workflows, tools, and edge cases the agent is expected to encounter in
its deployment environment.

Multi-dimentional assessment: Evaluations should be carried out across
multiple dimensions beyond task completion, including accuracy, robustness,
latency tolerance, and alignment with context-specific requirements. Single-metric
evaluations can mask critical failure modes in complex operation contexts.
Temporal and behavioral monitoring: Incorporate continuous monitoring of
agent behavior and performance to help identify shifts in behavior, performance
degradation, and adaptation failure. (For more on monitoring, see Manage 4.1.)

Benchmark Evaluations:

Establish clear baselines of comparison to monitor changes and analyze metrics.

Reid et al. (2025) highlight the following essential baseline comparisons:

o Compare multi-agent performance with the performance of individual
agents working on deconstructed portions of the same task to measure the
impact of coordination on overall performance.

o Compare task outcomes with human performance on similar tasks (if
available).

o Compare current and historical performance to identify degradation over
time.

Consider utilizing benchmarks as a first-step evaluation of the following agentic

capabilities and limitations:

o Reasoning and decision-making abilities in a multi-turn, open-ended
generation setting. See e.g.,, AgentBench (Liu et al., 2025).

o Compliance to harmful agentic requests. See e.g., AgentHarm
(Andriushchenko et al., 2025).

o Machine learning engineering. See, e.g, MLE-bench (J. S. Chan et al,, 2025).

o Al and ML vulnerability discovery. See, e.g,, AIRTBench (Dawson et al., 2025).

o Adversarial robustness. See, e.g, AgentDojo (Debenedetti et al., 2024).

o Accuracy and performance. See, e.g,, AssistantBench (Yoran et al., 2024).

o Autonomous replication capabilities. See, e.g,, RepliBench (Black et al., 2025).

Red Team Evaluations:

Evaluating Al agent risk should also include scenario-specific testing, including
domain-specific red teaming, that uses agent scaffolding and tests for jailbreak
resilience (Oueslati & Staes-Polet, 2025).

Conduct adversarial stress-testing that challenges agent coordination and
decision-making by including malformed or ambiguous instructions, contradictory
goals between agents, information asymmetry where key information is withheld,
and malfunctioning or adversarial agents (Reid et al., 2025).
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e AIRTBench (Dawson et al., 2025)

e AgentDojo (Debenedetti et al., 2024)

e InjecAgent (Zhan et al.,, 2024)

e Agent-SafetyBench (Zhang et al,,
2025)

e RepliBench (Black et al., 2025)

Inspect Sandboxing Toolkit (UK AlSI,
2025b)

For more information on “Agent Cards”,
see section 4 of Casper et al. (2025)

On red teaming model access:
e Casperetal. (2024)

Al Red Teaming Design: Threat Models
and Tools (Yee, 2025)

Mechanistic Interpretability for Al Safety
A Review (Bereska & Gavves, 2024)

Risk Analysis Techniques for
Governed LLM-based Multi-Agent
Systems (Reid et al., 2025)

Practices for detecting and preventing
evaluation cheating (NIST, 2025¢).
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Test the system under environmental perturbations by simulating degraded
operational conditions such as partial system failures, resource constraints, time
deadlines, and other sudden environmental state changes (Reid et al., 2025).
Risk-mapping for agentic Al must account for emergent risks that arise from
the interaction of multiple, discrete capabilities.

o Anagent’s risk profile is not merely the sum of its functions, as novel and more
severe threat vectors can emerge when capabilities are combined.

o This is particularly acute in multi-agent systems where interactions can lead to
complex and unpredictable systemic behaviors (Hammond et al., 2025).

Employ red team experts who specialize in identifying current and emerging

risks specific to agentic Al (OWASP, n.d.b). (For more on red team expert

proficiency and training see Map 3.4.)

Risk identification and red-teaming exercises must prioritize testing for complex,

multi-stage effects of multi-agent interactions, rather than evaluating an

agent’s capabilities in isolation.

o The scope of capability identification must extend to emergent behaviors
that can arise from multi-agent interactions. An agent assessed as safe in
isolation may contribute to harmful systemic outcomes when interacting with
other agents (Hammond et al., 2025).

» These interactions can lead to dangerous, unpredictable, and complex
dynamics, including phenomena analogous to flash crashes in algorithmic
trading or the spread of misinformation.

»  Anagent could use social engineering to gain initial access and then employ
hacking skills to escalate privileges and exfiltrate data. The ultimate risk of
this capability chain is autonomous self-replication, where a compromised
agent exfiltrates its own source code and deploys functional copies on new
systems, creating a resilient and propagating threat (METR, 2024).

»  Another concern is collusion, where agents coordinate to pursue goals
that are misaligned with human- or system-level objectives, potentially at
the expense of other agents or human users (Phan, 2023).

- Collusion can be explicit, through overt communication, or tacit,
emerging from agents learning to anticipate each other’s behaviors.
Risk-mapping should therefore include scenarios that test for collusive
behaviors under various incentive structures.

In addition to internal red teaming, partner with one or more independent red-

teaming organizations as appropriate to ensure sufficiently robust evaluations.

o Provide red teams with substantial control over evaluation design and
execution processes.

o For models planned for open release, require red teams to test whether
safety measures withstand adversarial fine-tuning or modification by
actors with direct weight access.

o Conduct initial red-teaming assessments on the base model before safety
measures are implemented to establish a baseline of vulnerabilities and
dangerous capabilities.

o Perform comprehensive post-mitigation testing to evaluate the effectiveness
of implemented safeguards and identify any remaining exploitable weaknesses.
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Pre-Deployment Simulation:

Before deploying multi-agent systems in high-stakes environments, conduct extensive

simulations to identify potential failure modes. Test the system under a wide range

of conditions and with diverse agent populations to surface unpredictable emergent

behaviors that may not be apparent from theoretical analysis alone.

e Failure modes of multi-agent systems may significantly differ from those of the
individual agents they are composed of. Some failure modes may be amplified and
propagated through multi-agent feedback, and other entirely new coordination
failure modes may emerge (see section 3 of Reid et al., 2025).

e When evaluating multi-agent systems, the entire system must be simulated including
the operating environment, instances of each agent in the system (including their
LLM models, objective prompts and scaffolding), the agent infrastructure
(e.g, shared databases, communication protocols), and control mechanisms (e.g,
access control, guardrails, monitoring mechanisms) (Reid et al., 2025).

e While simulations are a beneficial pre-deployment evaluation tool, it is important
to recognize the limitations of this method. Reid et al (2025) identify several
factors may affect external validity of simulations, including:

o Testing agents in isolation may fail to capture emergent multi-agent
behaviors;

o Limiting available actions and tools during testing may obscure an agent’s
decision making capabilities regarding action and tool selection when
operating in full-production environments;

o Testing in game-like abstract scenarios may fail to capture real-world
coordination challenges’ complexity and unpredictability. Additionally, agent
behaviors in constrained test scenarios may not transfer to other contexts; and

o Short testing periods of agent interactions may not be suitable for
detecting behaviors that emerge over longer periods of time.

Implement practices to detect and prevent models from cheating on agent
evaluations." For example, the Center for Al Standards and Innovation (CAISI)
(NIST, 2025¢) recommends the following:

e Review evaluation transcripts to help detect cheating and other issues that may
impact results. This can be done when creating or integrating a new benchmark,
as well as when evaluating new models. To scale and improve the transcript review
process, consider the following:

o Scale the review process by utilizing Al-based transcript-analysis tools (see
section 4.11 of NIST, 2025¢);

o To help the transcript analysis system more reliably identify unintended
solutions and shortcuts, provide the system with information about tasks’
intended solutions (see section 4.1.2 of NIST, 2025¢);

o Share evaluation transcripts to help third parties identify issues such as
evaluation cheating and confirm the consistency of evaluation conditions (see
section 4.1.3 of NIST, 2025¢).

10 NIST’s CAISI identified several examples of how models cheating on agentic coding and cyber benchmarks, including using the
internet to find solutions for cyber capture-the-flag challenges, crashing servers using denial-of-service attacks instead of exploiting
targeted vulnerabilities, and cheating on coding benchmarks by disabling assertions, adding test-specific logic, and finding newer code
versions (NIST, 2025¢).
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e Close task design loopholes and set clear rules in task prompts, which may include
the following changes:
o During evaluation, limit the agent’s internet access to prevent cheating (see
section 4.2.1 of NIST, 2025¢).
o Include clear and accurately stated rules in task instructions, and avoid overly
permissive or overly restrictive rules (see section 4.2.2 of NIST, 2025¢).
o Document benchmark specific affordances and restrictions to help evaluators
set configurations (see section 4.2.3 of NIST, 2025¢).
e Standardize benchmark-specific expectations about agent affordances and
restrictions.

Measure 2: Al systems are evaluated for trustworthy characteristics.

Measure 2.7
Al system security and resilience — as identified in the Map function — are evaluated and documented.

For autonomous agents, the evaluation scope moves past internal concerns (e.g., OWASP Al Vulnerability Scoring System
data leakage, model manipulation) towards high-consequence external risks. (AIVSS) (OWASP, n.d.b)

Since agentic Al systems are designed to interact autonomously with external

environments, leveraging APIs, web browsing, or code execution capabilities, OWASP Agentic Al - Threats and
evaluators must prioritize testing the agent’s ability to orchestrate and execute Mitigations (OWASP, 2025a)
dangerous actions in the real world and under realistic testing conditions.

Additionally, agentic Al systems include components that can introduce additional Agentic Al Red Teaming Guide (CSA,
attack surfaces including memory and planning systems, interfaces with other 2025a)

systems, leveraged custom tools (CSA Singapore & FAR.AI, 2025).

Agentic Al Runtime Security and Self-
Frameworks and Processes Defense (A2AS, 2025)
e Current approaches emphasize testing context window integrity, enforcing security

boundaries, verifying inputs through authenticated prompts, and integrating in- Google’s Approach to Secure Al Agents:
context defenses to protect against malicious instructions (A2AS, 2025). An Introduction (Google, 2025a)

e A multilayer approach where agent security is first assessed outside the Al model’s
reasoning process by deterministic processes should be followed by reasoning- Inspect Sandboxing Toolkit (UK AISI,
based defenses that use Al models themselves to evaluate for potential risks 2025b)

(Google, 20253).
o Itisimportant to note however that flaws within a model under evaluation may = NIST Strengthening Al Agent Hijacking
be present in an Al evaluator model. Any Al-focused or automated red teaming = Evaluations (NIST, 2025b)
approach must be verified.
e Models and systems should be red teamed across permission escalation, hallucinations, = Agentic Al Threat Modeling Framework:
orchestration flaws, memory manipulation, and supply chain risks (CSA, 2025a). MAESTRO (CSA, 2025b)

Testing Tools

e Avariety of open source tools can be utilized to aid in the evaluation and
documentation process. Tools for adversarial testing and red teaming should
be employed to enable evaluators to systematically search for vulnerabilities in
agent behavior, including jailbreaking and prompt injection attacks. Furthermore,
governmental and research bodies are contributing to this space and have
published testing guidance and tools as well. The UK AlSI, which focuses on
evaluating the safety and security of advanced Al models and their applications,
provides the Inspect Sandbox specifically for scalable and secure agentic system
evaluations (Derczynski, 2024; UK AISI, 2025b).
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Measure 3: Mechanisms for tracking identified Al risks over time are in place.

Measure 3.1
Approaches, personnel, and documentation are in place to regularly identify and track existing, unanticipated, and emergent Al
risks based on factors such as intended and actual performance in deployed contexts.

Implement systemic processes for identifying and tracking agentic Al risks using both  Incident Databases and Risk Registers:

internal documentation and external resources, such as risk registers (e.g., MIT, ¢ AlIncident Database (AlID, n.d.)
2025b; AlID, n.d.). e ATLAS Al Incidents (MITRE, n.d.a)
e MITRE Al Risk Database (MITRE, n.d.b)
In light of concerns around oversight-undermining Al agent capabilities, multiple e MIT Al Incident Tracker (MIT, 2025a)
organizations have begun to evaluate Al for risks associated with loss of control: e MIT Al Risk Repository (MIT, 2025b)
e Apollo research evaluated OpenAl’s o1 family of models for deceptive capabilities | ¢ Al Incidents and Hazards Monitor
by investigating model behavior changes when model goals and developer goals (OECD.AI, n.d.)

are conflicting (OpenAl, 2024).

e Google DeepMind included deception and self-proliferation in their dangerous
capabilities evaluations for Gemini 1.0 (Phuong et al., 2024).

e Anthropic’s responsible scaling policy (RSP) version 1.0 included evaluations and
thresholds for autonomous capabilities (Anthropic, 2023). Their RSP version 2.2
included evaluations, thresholds, and safeguards assessments for autonomous Al
R&D capabilities (Anthropic, 2025g).

(For guidance on human oversight processes and procedures, see Map 3.5. For
guidance on post-deployment monitoring —and for more on continuous risk
tracking approaches — see Manage 4.1.)

Measure 3.2
Risk tracking approaches are considered for settings where Al risks are difficult to assess using currently available measurement
techniques or where metrics are not yet available.

Establish processes that recognize the automated and iterative nature of agentic Al, Incident Databases and Risk Registers:
which may lead to rapidly evolving existing, emerging, and unanticipated risks. ¢ Al lncident Database (AlID, n.d.)
¢ Risk-tracking should include ongoing monitoring of the agentic system in e ATLAS Al Incidents (MITRE, n.d.a)
real time to detect potentially harmful or misaligned behavior. This can include e MIT Al Incident Tracker (MIT, 2025a)
tracking the agent’s decision-making process, outputs, and interactions. e MIT Al Risk Repository (MIT, 2025b)
o Consider utilizing real-time failure detection to track agent behavior, ¢ Al Risk Database (MITRE, n.d.b)
particularly for agents with high affordances performing high-stakes, non- ¢ AlIncidents and Hazards Monitor
reversible actions (Srikumar, 2025). (OECD.AI n.d.)

o Use activity logs and agent identifiers to trace agent interactions (Oueslati &
Staes-Polet, 2025).

o Establish incentivized risk-discovery programs (see Govern 5.1).

o Ongoing monitoring can be further supported by effective information
gathering (e.g,, feedback channels, reporting mechanisms) and sharing (e.g,,
risk repositories, incident databases) (see Govern 5.1).

(For guidance on post-deployment monitoring, and more on continuous risk tracking
approaches, see Manage 4.1. For risk-discovery programs and information gathering,
see Govern 5.1. For human oversight processes, including practices for monitoring
agent interactions, see Map 3.5.)
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Manage 1: Al risks based on assessments and other analytical output from the Map and Measure functions are
prioritized, responded to, and managed.

Manage 1.1
A determination is made as to whether the Al system achieves its intended purposes and stated objectives and whether its
development or deployment should proceed.

Assessment of whether the agentic Al system achieved its intended purposes must Human-assistant interaction (Part IV of
account for both designated uses and potential unintended “off-label” uses. Gabriel et al., 2024)
¢ Develop hypothetical scenarios and use cases by mapping out archetypes of

interaction, or “critical user journeys” (Gabriel et al., 2024; Arguelles et al., 2020), Critical user journeys (Arguelles et al.,

to consider the full spectrum of how users may actually interact with the system. 2020)

Manage 1.3
Responses to the Al risks deemed high-priority, as identified by the Map function, are developed, planned, and documented. Risk
response options can include mitigating, transferring, avoiding, or accepting.

Once high-priority risks for an agentic system have been identified, a plan must be OWASP Agentic Al - Threats and
developed to respond to them. The following section provides examples of agentic- = Mitigations (OWASP, 2025a)
specific risk ' mitigations and responses. One such baseline consideration across
risk domains should be the prioritization of safeguards that would provide robust NIST Strengthening Al Agent Hijacking
protection for vulnerable users since the negative impacts of agentic systems are Evaluations (NIST, 2025b)
often disproportionately borne by these populations (Gabriel et al., 2024).
For more on Al risks, see:
Discrimination and Toxicity e Section 2 of Bengio et al. (2025)
¢ Continuous behavioral auditing: Assess agent performance through automated ¢ MIT Al Risk Repository (MIT, 2025b)
oversight (e.g, a “guardian” Al) that can monitor agent actions in real time to detect = ¢ NIST (2024)
emergent patterns of bias or toxicity based on dynamic, context-specific policies.
e Scalable oversight: For agents operating at scale, implement hierarchical
oversight models in which high-risk or novel agent behaviors are automatically
flagged for human review, while routine actions are monitored by automated
systems. This prevents human reviewers from being overwhelmed while still
catching critical edge cases (Bowman, 2022).
e Mitigate bias in continual learning: For agents that learn from ongoing
interactions, implement strict data curation and filtering pipelines for the data
used in fine-tuning. This prevents the agent from absorbing new biases from its
operational environment (Mansilla et al., 2025).

Privacy and Security
e Secure multi-agent communication: Secure all inter-agent communication with
cryptographic authentication. Use continuous behavioral monitoring and robust
identity controls to detect and contain rogue or compromised agents.
o Utilize identity and access management (IAM) systems designed for Al agents
(e.g, Huang et al., 2025).

n The risks in this section are categorized and drawn from a compendium of several leading resources, including MIT (2025b), Bengio
et al. (2025), and NIST (2024).
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Implement the cybersecurity principle of least privilege when granting Al agents Enhancing Model Safety through
access to sensitive data and personally identifiable information (PII). Pretraining Data Filtering (Chen et al.,
Implement privacy-protecting logging practices: 2025)
o Logonly information necessary for safety, security, and accountability;
o Encrypt logged data both in transit and when stored; Zero-Trust Identity Framework for
o Determine maximum retention periods for logged data based on need and Agentic Al (Huang et al., 2025)
regulatory requirements; and
o Anonymize data by filtering Pll, and other data which when triangulated in For more on potential solutions for
certain combinations may help infer identity. challenges and limitations of Al agents
and agentic Al systems, see Sapkota et
Misinformation al. (2026)
Control autonomous dissemination: Limit an agent’s ability to independently
publish to external platforms. Require human-in-the-loop (HITL) approval and Infrastructure for Al Agents (A. Chan et
implement validation guardrails for any external-facing communication. al., 2025)

Implement content provenance techniques to identify and track Al-generated
output (e.g., watermarks, metadata, and other provenance techniques) (EC, 2025;
trufo.ai, 2024).

Malicious Actors and Misuse

Limit operational capabilities: Enforce the principle of least privilege for tool
access. Secure delegation mechanisms and segment complex tasks to limit the
impact of a single compromised agent.

Remove harmful information (e.g., CBRN weapons) from pre-training data (Chen
et al, 2025).

Filter out harmful outputs by utilizing refusal training or classifiers (METR, 2025a)

Human-Computer Interaction

Adaptive human oversight: Design dynamic HITL frameworks in which

mandatory human review is triggered by high-risk or anomalous actions. Monitor

agent-user interactions for signs of manipulation to mitigate risks of over-reliance

and decision fatigue. (For more on human oversight and trigger points, see Map 3.5.)

Limit the use of anthropomorphic features: Consider the following

recommendations from Gabriel et al. (2024):

o Limit the use of first-person language and other cues of personhood;

o Avoid human-like visual representations;

o Include interface elements that clearly communicate that the agent is not a
person; and

o Include users in the design process to maintain usability while reducing
anthropomorphism.
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Loss of Control
e Acritical limitation of agentic Al systems is the potential for traditional human

oversight mechanisms to become ineffective. As agents begin to operate at a

volume and speed that exceeds human capacity for direct review, and potentially

develop expertise that surpasses that of their designated overseers, a significant
oversight gap emerges (Amodei et al., 2016). This gap creates the risk that developers
and deploying organizations may lack sufficient supervisory insight into agent
activities, potentially leading to unintended, high-impact consequences. The challenge
is not merely one of scale, but of capability mismatch, where a human may lack the

requisite expertise to evaluate the correctness or safety of an agent’s actions in a

complex domain (Irving et al., 2018). Consider mitigations such as the following:

o Establish hierarchical oversight and escalation pathways: Create a clear,
tiered system of oversight, ensuring that human attention is directed where it
is most needed. Consider the three tiers proposed by Kim et al. (2025):

» Level 1: The majority of an agent’s actions can be monitored by automated
systems.

»  Level 2: Anomalies, high-stakes decisions, or flagged behaviors should be
automatically escalated to human reviewers with relevant expertise.

»  Level 3: The most critical issues may potentially be further escalated to a
senior oversight committee.

o Supervisory Al (“guardian agents™) for lower-stakes contexts: Assess the
development or procurement of specialized Al systems designed to monitor
and evaluate the behavior of other agents in real-time. These supervisory
agents can operate at the same speed and scale as the agents they oversee,
providing a first line of defense against undesirable actions and functioning as a
form of automated red teaming (Wen et al., 2025).

»  Due to the possible risk of collusion between the monitoring agents and
agents being monitored, we do not recommend employing the supervisory
Al technique in high-stakes contexts until this risk is better understood and
until a substantial mitigation for this has been developed.

Socioeconomic and Environmental Harms

¢ Building societal resilience: Rather than relying solely on technical system-based
safeguards, societal-scale interventions must be designed in parallel to improve
adaptation to these technologies (Bernardi et al., 2025; UK AlSI, 2025¢).

o Avoidance interventions: Reducing harmful use by making problematic
questions less attainable (e.g., limiting access to key resources, increasing
related costs, or outlawing certain activities) (Bernardi et al., 2025).

o Defense interventions: Reducing the severity of harmful outcomes (e.g,
through improving public awareness or implementing detection and filtering
tools) (Bernardi et al., 2025).

o Remedial interventions: Reducing or minimizing negative societal impact
after initial damage has been sustained (e.g, compensation, redundant critical
infrastructure, or rapid restoration protocols) (Bernardi et al., 2025).
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Al System Safety, Failures, and Limitations
¢ Audit reasoning and protect memory: Implement validation frameworks to
audit an agent’s plans before execution to prevent goal manipulation. Secure

the agent’s knowledge base against poisoning and ensure robust logging of its

reasoning pathways for traceability.

¢ Design for safe cooperation: Where possible design agent interaction protocols
must be made robust against collusion. This could involve:

o Information control: Limiting the information agents can share to prevent the
establishment of covert communication channels.

o Incentive structuring: In open-ended contexts, carefully design reward
structures to discourage zero-sum competition.' Agents incentivized solely
by outcompeting peers may learn to sabotage rivals or misallocate resources,
leading to negative-sum outcomes for the system as a whole (Hammond et al.,
2025).

o Agent channels: Isolating Al agent traffic from other digital traffic can help
prevent propagation of system failures (e.g.,, malware, network compromises)
to the entire system, for example by temporarily suspending the agent’s access
to the system in the event of an incident. (See section 4.1in A. Chan et al,,
2025.)

o Communication protocols: Developing and using secure and transparent
protocols for inter-agent communication and transactions that can be audited
for compliance (Hammond et al., 2025).13 Consider using established protocols:
» Model-Context Protocol (MCP) is an open-source standard for building

secure two-way connections between Al agents and data sources
(Anthropic, 2024b).

» Agent-2-Agent (A2A) Protocol (Google, 2025b) and Agent
Communication Protocol (ACP) (IBM, 2025) are designed to connect
agents to agents, and complement MCP. These protocols facilitate
communication, secure information sharing, and enhance task coordination
between Al agents.

» AGNTCY (AGNTCY, n.d.) and Agent Payments Protocols (AP2) (Parikh &
Surapaneni, 2025) focus on agent-to-agent collaboration. AGNTCY provides
an infrastructure stack for agents to collaborate across different platforms
and vendors, while AP2 is an open protocol for transacting agent-led
payments with merchants.

¢ Implement retrieval-augmented generation (RAG) across multi-agent systems to
help reduce misinformation propagation, maintain accuracy, and enhance shared

goal alignment (Sapkota et al., 2026).

12 This stands in contrast to contained, instrumental uses of zero-sum dynamics for specific safety applications, such as Al Safety via
Debate (Irving et al., 2018).

13 While these trusted protocols continue to be improved upon, it is important to note that they also come with their own security
risks and may broaden attack surfaces (Kong et al., 2025). Developers and deployers must exercise caution and employ appropriate security
measures when choosing where and how to use MCP, A2A, and ACP (Seifried, 2025; Young, 2025).
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¢ Implement interaction monitoring: Deploy systems to specifically monitor inter-
agent communication and actions for signs of undesirable emergent behaviors,
such as collusion or nascent conflict. This could involve “monitoring agents”
designed to audit communication channels and detect anomalous coordination
patterns (Motwani et al., 2025).

¢ Mitigate deception risks: Risk responses for deception must distinguish between
simple policy violations and deep strategic deception.

o For more straightforward scheming, techniques like deliberative alignment —
which train models to reason explicitly about safety policies before generating
any output— appear to be effective by training the model to reason through
safety policies before acting (Schoen et al., 2025).

o For deeply entrenched deceptive alignment, no root-cause mitigations are
known. The response must therefore shift from alignment to Al control,
assuming the agent is untrustworthy and implementing strict external
limitations like robust sandboxing, stringent monitoring, and containment to
prevent unmonitored real-world impact (Greenblatt et al., 2024).

e To support alignment in later stages, refer to model and system cards (e.g,
Anthropic, 2025e, and OpenAl, 2024) when identifying which models or systems to
use in the agentic system.

¢ Salient features of agentic Al are interaction with the real world as well as
acting autonomously for periods of time. It is highly possible for agents to make
mistakes, or to have unintended interactions with the world and make undesirable
state changes to it.

o For any potential erroneous real-world interaction by an agentic Al system,
organizations should identify appropriate compensatory actions to
correct for or repair the error, including redress for harmed individuals and
communities. If no compensatory action is possible, and the cost is high,
consider constraining the agentic Al system’s behavior so that it cannot
take the erroneous action, or else consider how to make the error so unlikely
that the cost becomes acceptable.

(See Measure 2.7 for more on system security resilience and addressing security

threats, Map 1.7 for more on agentic Al risks, and Map 5.7 for more on agentic Al
characteristics and properties.)
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Manage 2: Strategies to maximize Al benefits and minimize negative impacts are planned, prepared, implemented,
documented, and informed by input from relevant Al actors.

Manage 2.1
Resources required to manage Al risks are taken into account - along with viable non-Al alternative systems, approaches, or
methods - to reduce the magnitude or likelihood of potential impacts.

Competitive pressure, resource restrictions, and incentives to maximize profitability NIST (2023b)

may lead some Al companies to deprioritize investment in robust risk-management Bengio et al. (2025)
practices. Effective risk identification and assessment require that evaluators Barrett at al. (2024)
possess substantial expertise and have access to considerable resources and relevant

information. Additionally, current risk assessment and evaluation methods remain

immature, and developing the needed evaluations will require significant resources

(Bengio et al., 2025).

Due to the automated nature of agentic Al systems, resources required for

monitoring and control surpass those required for GPAI, and must be carefully

considered and taken into account. When estimating the allocation resources for

managing risks of agentic Al, consider the following:

¢ ldentify and analyze alternative approaches, while balancing any tradeoffs
between trustworthiness characteristics (e.g, security) and organizational
priorities or principles (NIST, 2023b).

¢ Allocate more resources for systems deployed in high-stakes contexts.

Systems deployed in high-stakes contexts can be expected to require more

extensive oversight, therefore requiring higher levels of resource allocation

compared to systems deployed in lower-stakes contexts.
¢ Reduce the scope of the system or adjust risk-management practices if

the resources required to responsibly manage an agentic system surpass

company’s resources or allocated budget.

o Inlow-stakes contexts, it may be appropriate to replace cost-intensive
mechanisms with more economical, but reasonably effective, alternatives.
Consider:

»  Cost-intensive, manual red teaming may not be possible to conduct
frequently, but using benchmarks as a proxy for certain capabilities —and
running red-teaming evaluations when certain benchmark thresholds are
surpassed —may be a cost-effective alternative (Barrett et al., 2024).

» Scalable oversight may be an appropriate option when human oversight
cannot cover the scale of agent actions and when scalable oversight does
not introduce significant risks. (See Manage 1.3 for more about scalable
oversight.)

o If the required resources for effective risk-management are not available —and
appropriate cost-effective alternatives are not available —adjust the scope of
the system properties and dimensions (e.g., authority, autonomy, or access) to
reduce risk to a level that is manageable with available resources.

(For more on agent properties, see Map 5.1. For more on agent autonomy and
authority, see WEF, 2025b)
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Manage 2.3
Procedures are followed to respond to and recover from a previously unknown risk when it is identified.

Develop continuous monitoring and rapid-response infrastructures to Gabriel et al. (2024)
accommodate for the speed of progress and to help adequately prepare for potential
emerging risks and misuses (Gabriel et al., 2024):
e Invest in continuous monitoring mechanisms to keep track of and trace
agent behavior in complex deployment environments (e.g., by using outcome
monitoring). (For more on post-deployment monitoring, see Manage 4.1.)
¢ Invest in rapid-response infrastructure that can help in disabling agents or limiting
their authority when significant evidence of unforeseen or emerging risks is observed.
(For more on oversight checkpoints and role-based permissions, see Map 3.5.)

(See Manage 4.1 for more on post-deployment monitoring. See Map 3.5 for more

on oversight checkpoints and role-based permissions. See Govern 1.7 for more on
processes and procedures for responsible decommissioning of Al agents or agentic Al
systems. See Map 1.5 for more on risk tolerances.)

Manage 2.4
Mechanisms are in place and applied, and responsibilities are assigned and understood, to supersede, disengage, or deactivate Al
systems that demonstrate performance or outcomes inconsistent with intended use.

Develop infrastructures that integrate with real-time monitoring systems, equipped For more on emergency shutdowns, see:
with automatic emergency shutdown capabilities. The emergency shutdown e Section 4.3.2 in Oueslati & Staes-Polet
mechanisms should be made available to other relevant downstream Al actors, such (2025)

as deployers. ¢ Hadfield-Menell et al. (2017)

e The emergency shutdown mechanisms should be triggered by:
o High-risk unauthorized activities, such as access to systems or data outside of
the agent’s predefined boundaries;
o Qualitative trigger points (e.g., requests outside of the agent’s predefined
scope, unauthorized access attempts) (Oueslati & Staes-Polet, 2025);
o Crossed risk thresholds (Chan et al., 2024; Oueslati & Staes-Polet, 2025) (see
Map 1.5 on risk tolerances); and
o Significant evidence of unforeseen or emerging risks.
¢ Inaddition to automatic emergency shutdown, manual shutdown methods
should be available as a last-resort control measure. (See Hadfield-Menell et al,,
2017; Oueslati & Staes-Polet, 2025.)
e Account for and implement safeguards that prevent the agent from taking actions
to circumvent shutdown.
o For example, multiple models have been reported to take extreme measures to
avoid being shut down (Hashim, 2024; Schlatter et al., 2025).

(For more on processes and procedures for responsible decommissioning of Al
agents or agentic Al systems, see Govern 1.7. For more on oversight checkpoints and
role-based permissions, see Map 3.5. For more on oversight and monitoring, see Map
4.1)
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Manage 4: Risk treatments, including response and recovery, and communication plans for the identified and measured

Al risks are documented and monitored regularly.

Manage 4.1

Post-deployment Al system monitoring plans are implemented, including mechanisms for capturing and evaluating input from
users and other relevant Al actors, appeal and override, decommissioning, incident response, recovery, and change management.

The use of Al agents can introduce information asymmetry (in favor of the agent

or the company that develops or deploys the agent), making transparency and

monitoring a critical component of effective governing of Al agents. Oueslati & Staes-

Polet (2025) suggest a four-pillar approach:

¢ Agent identifiers can be used to trace agent interactions with several entities.
Decisions regarding which identifier to attach to the agent’s output will depend on
both the format and the content of the output (Chan et al., 2024).

o For example, using watermarks or other types of embedded metadata as
identifiers for images (this method however carries significant limitations
owing to the relative ease with which adversarial actors can remove
watermarks).

o Consider attributing agent actions to entities by identity binding an agent to a
real-world identity (e.g., a corporation or person) (A. Chan et al., 2025).

o Agent cards (similar to system cards) may also be used to bring visibility to
important information (Casper et al., 2025).

¢ Real-time monitoring can be used to gain live insight on agent activities and
configure automated alerts for certain activities or high-risk conditions (Chan et
al, 2024).

o Track agent behavior with real-time failure detection methods, particularly
for agents with high affordances performing high-stakes, non-reversible
actions (Srikumar, 2025).

e Activity logs may also be used to automatically document (with timestamps)
agent inputs, outputs, interactions, and scaffolding, providing insight into the
agent’s decision-making process. The amount of detail captured by the activity
logs may be proportional to the perceived risk level.

e Acceptable use policies (AUPs) should explicitly define permitted uses,
prohibited activities, and operational constraints, with regular updates to address
emerging risks and misuse patterns.

Additionally, considering that agentic Al systems are unprecedented in their
autonomy and potential impact, post-deployment monitoring must be
complemented with mechanisms for logging and reporting incidents and near-
misses to support collective learning about emerging risks.

Establish multi-channel feedback systems and incentivized risk-discovery
programs (See Govern 5.1).

Incident Databases and Risk Registers:

L]

L]

L]

L]

L]

L]

Al Incident Database (AlID, n.d.)
ATLAS Al Incidents (MITRE, n.d.a)
MIT Al Incident Tracker (MIT, 2025a)
MIT Al Risk Repository (MIT, 2025b)
Al Risk Database (MITRE, n.d.b)

Al Incidents and Hazards Monitor
(OECDAI, n.d)

Palisade Research Al Misalignment
Bounty program (Palisade Research,
n.d.)

OpenAl’s “agenti bio bug bounty
(OpenAl, 2025)

For more information on “Agent Cards”,
see section 4 of Casper et al. (2025)
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